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Zeynep, and İbrahim Emir
for their inspiration.

And to those who have helped and supported
me in any way throughout

my education and professional life.
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Preface
Thermal energy storage (TES) is an advanced energy technology that is attracting increasing interest
for thermal applications such as space and water heating, cooling, and air conditioning. TES systems
have enormous potential to facilitate more effective use of thermal equipment and large-scale energy
substitutions that are economic. TES appears to be the most appropriate method for correcting the
mismatch that sometimes occurs between the supply and demand of energy. It is therefore a very
attractive technology for meeting society’s needs and desires for more efficient and environmentally
benign energy use.

This book is research oriented, and therefore includes some practical features often not included in
other, solely academic textbooks. This book is essentially intended for use by advanced undergrad-
uate and graduate students in various disciplines ranging from mechanical to chemical engineering,
and as a basic reference for practicing energy engineers. Analyses of TES systems and their
applications are undertaken throughout this comprehensive book, providing new understanding,
methodologies, models, and applications, along with descriptions of several experimental works
and case studies. Some of the material presented has been drawn from recent information available
in the literature and elsewhere. The coverage is extensive, and the amount of information and data
presented can be sufficient for several courses, if studied in detail. We strongly believe that this
book will be of interest to students, engineers, and energy experts and that it provides a valuable
and readable reference text for those who wish to learn more about TES systems and applications.

Chapter 1 addresses general aspects of thermodynamics, fluid flow, and heat transfer to furnish
the reader with background information that is of relevance to the analysis of TES systems and
their applications. Chapter 2 discusses the many types of energy storage technologies available.
Chapter 3 deals extensively with TES methods, including cold TES. Chapter 4 addresses several
environmental issues that we face today, and discusses how TES can help solve these problems.
Several successful case studies are presented. Chapter 5 describes how TES is a valuable tool
in energy conservation efforts that can help achieve significant energy savings. Chapter 6 covers
energy and exergy analyses of a range of TES systems, along with various practical examples.
Chapter 7 delves into both sensible and latent TES systems and their modeling, simulation, and
numerical analyses; numerous case studies and illustrative examples are incorporated into this
chapter, including heat transfer with phase change in simple and complex geometries. Chapter 8
discusses many practical TES applications and case studies along with their technical features and
potential benefits. As the final unit, Chapter 9 reflects current developments in TES systems and
applications, technologies, methods and techniques, and thereby seeks to provide thoughts on the
future of thermal energy storage.

Incorporated throughout this book are many wide-ranging, illustrative examples that provide
useful information for practical applications. Conversion factors and thermophysical properties of
various materials are listed in the appendices in the International System of Units (SI). Complete
references and a bibliography are included with each chapter to direct the curious and interested
reader to further information.



xviii Preface

The second edition of this book includes updated materials, new chapters, and questions/problems
for each chapter. We feel that the enhanced content makes this edition of Thermal Energy Storage:
Systems and Applications the best candidate as a text for senior level undergraduate and/or graduate
level courses in the area.

İbrahim Dinçer
Marc A. Rosen

August 2010
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1
General Introductory Aspects
for Thermal Engineering

1.1 Introduction
Thermal energy storage (TES) is one of the key technologies for energy conservation, and therefore,
it is of great practical importance. One of its main advantages is that it is best suited for heating
and cooling thermal applications. TES is perhaps as old as civilization itself. Since recorded time,
people have harvested ice and stored it for later use. Large TES systems have been employed in
more recent history for numerous applications, ranging from solar hot water storage to building air
conditioning systems. The TES technology has only recently been developed to a point where it
can have a significant impact on modern technology.

In general, a coordinated set of actions has to be taken in several sectors of the energy system for
the maximum potential benefits of thermal storage to be realized. TES appears to be an important
solution to correcting the mismatch between the supply and demand of energy. TES can contribute
significantly to meeting society’s needs for more efficient, environmentally benign energy use. TES
is a key component of many successful thermal systems, and a good TES should allow little thermal
losses, leading to energy savings, while permitting the highest reasonable extraction efficiency of
the stored thermal energy.

There are mainly two types of TES systems, that is, sensible (e.g., water and rock) and latent
(e.g., water/ice and salt hydrates). For each storage medium, there is a wide variety of choices
depending on the temperature range and application. TES via latent heat has received a great deal
of interest. Perhaps, the most obvious example of latent TES is the conversion of water to ice.
Cooling systems incorporating ice storage have a distinct size advantage over equivalent capacity
chilled water units because of the ability to store large amount of energy as latent heat. TES
deals with the storing of energy, usually by cooling, heating, melting, solidifying, or vaporizing a
substance, and the energy becomes available as heat when the process is reversed. The selection of
a TES is mainly dependent on the storage period required, that is, diurnal or seasonal, economic
viability, operating conditions, and so on. In practice, many research and development activities
related to energy have concentrated on efficient energy use and energy savings, leading to energy
conservation. In this regard, TES appears to be an attractive thermal application. Furthermore,
exergy analysis is an important tool for analyzing TES performance.

We begin this chapter with a summary of fundamental definitions, physical quantities, and their
units, dimensions, and interrelations. We consider introductory aspects of thermodynamics, fluid
flow, heat transfer, energy, entropy, and exergy.

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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1.2 Systems of Units
There are two main systems of units: the International System of Units (Le Systéme International
d’Unités), which is normally referred to as SI units , and the English System of Units . SI units are
used most widely throughout the world, although the English System is traditional in the United
States. In this book, SI units are primarily employed. Note that the relevant unit conversions and
relationships between the International and English unit systems concerning fundamental properties
and quantities are listed in Appendix A.

1.3 Fundamental Properties and Quantities
In this section, we briefly cover several general aspects of thermodynamics to provide adequate
preparation for the study of TES systems and applications.

1.3.1 Mass, Time, Length, and Force

Mass is defined as a quantity of matter forming a body of indefinite shape and size. The fundamental
unit of mass is the kilogram (kg) in SI units and the pound mass (lbm) in English units. The basic
unit of time for both unit systems is the second.

In thermodynamics, the unit mole (mol) is commonly used and defined as a certain amount of
a substance as follows:

n = m

M
(1.1)

where n is the number of moles, m is the mass, and M is the molecular weight. If m and M are
given in units of gram and gram per mole, we obtain n in moles. For example, one mole of water,
having a molecular weight of 18 (compared to 12 for carbon-12), has a mass of 0.018 kg.

The basic unit of length is the meter (m) in SI units and the foot (ft) in the English system.
A force is a kind of action that brings a body to rest or changes its speed or direction of motion

(e.g., a push or a pull). The fundamental unit of force is the Newton (N).
The four aspects, for example, mass, time, length, and force, are related by the Newton’s second

law of motion, which states that the force acting on a body is proportional to the mass and the
acceleration in the direction of the force, as given in Equation 1.2:

F = ma (1.2)

Equation 1.2 shows the force required to accelerate a mass of one kilogram at a rate of one meter
per second per second as 1 N = 1 kg m/s2.

It is important to note that the value of the earth’s gravitational acceleration is 9.80665 m/s2 in
the SI system and 32.174 ft/s2 in the English system, and it indicates that a body falling freely
toward the surface of the earth is subject to the action of gravity alone.

1.3.2 Pressure

When we deal with liquids and gases, pressure becomes one of the most important quantities.
Pressure is the force exerted on a surface, per unit area, and is expressed in bar or Pascal (Pa). The
related expression is

P = F

A
(1.3)
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Figure 1.1 Illustration of pressures for measurement

The SI unit for pressure is the force of one Newton acting on a square meter area (or the Pascal ).
The unit for pressure in the English system is pound-force per square foot, lbf/ft2.

Here, we introduce basic pressure definitions, and a summary of basic pressure measurement
relationships is shown in Figure 1.1.

Atmospheric Pressure The atmosphere that surrounds the earth can be considered a reservoir of
low-pressure air. Its weight exerts a pressure which varies with temperature, humidity, and altitude.
Atmospheric pressure also varies from time to time at a single location because of the movement
of weather patterns. While these changes in barometric pressure are usually less than one-half inch
of mercury, they need to be taken into account when precise measurements are required.

Gauge Pressure The gauge pressure is any pressure for which the base for measurement is
atmospheric pressure expressed as kPa (gauge). Atmospheric pressure serves as a reference level
for other types of pressure measurements, for example, gauge pressure. As shown in Figure 1.1,
the gauge pressure is either positive or negative depending on its level above or below atmospheric
level. At the level of atmospheric pressure, the gauge pressure becomes zero.

Absolute Pressure A different reference level is utilized to obtain a value for absolute pressure.
The absolute pressure can be any pressure for which the base for measurement is a complete
vacuum, and is expressed in kPa (absolute). Absolute pressure is composed of the sum of the
gauge pressure (positive or negative) and the atmospheric pressure as follows:

pressure (gauge) + atmospheric pressure = pressure (absolute) (1.4)

For example, to obtain the absolute pressure, we simply add the value of atmospheric pressure to
gauge pressure. The absolute pressure is the most common one used in thermodynamic calculations,
despite the fact that what is read by most pressure gauges and indicators is the pressure difference
between the absolute pressure and the atmospheric pressure existing in the gauge.

Vacuum A vacuum is a pressure lower than atmospheric pressure and occurs only in closed
systems, except in outer space. It is also called negative gauge pressure. In fact, a vacuum is the
pressure differential produced by evacuating air from the closed system. A vacuum is usually divided
into four levels: (i) low vacuum representing pressures above 1 Torr absolute (a large number of
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mechanical pumps in industries are used for this purpose; flow is viscous), (ii) medium vacuum
varying between 1 and 10−3 Torr absolute (most pumps serving this range are mechanical; fluid
is in transition between viscous and molecular phases), (iii) high vacuum ranging between 10−3

and 10−6 Torr absolute (nonmechanical ejector or cryogenic pumps are used; flow is molecular or
Newtonian), and (iv) very high vacuum representing absolute pressure below 10−6 Torr (primarily
for laboratory applications and space simulation).

It is important to note an additional term, the saturation pressure, which is the pressure of a
liquid or vapor at saturation conditions.

1.3.3 Temperature

Temperature is an indication of the thermal energy stored in a substance. In other words, we can
identify hotness and coldness with the concept of temperature. The temperature of a substance
may be expressed in either relative or absolute units. The two most common temperature scales
are Celsius (◦C) and Fahrenheit (◦F). The Celsius scale is used with the SI unit system and the
Fahrenheit scale with the English system of units. There are two additional scales, the Kelvin scale
(K) and the Rankine scale (R), which are absolute temperature scales and are often employed in
thermodynamic applications.

The degree Kelvin is a unit of temperature measurement; zero kelvin (0 K) is absolute zero and
is equal to −273.15 ◦C. Increments of temperature in units of K and ◦C are equal. For instance,
when the temperature of a product is decreased to −273.15 ◦C (or 0 K), known as absolute zero,
the substance contains no thermal energy and all molecular movement stops.

Temperature can be measured in a large number of ways by devices. In general, the following
devices are commonly used:

• Thermometers. Thermometers contain a volume of fluid which expands when subjected to
heat, thereby raising its temperature. In practice, thermometers work over a certain temperature
range. For example, the common thermometer fluid, mercury, becomes solid at −38.8 ◦C and its
properties change dramatically at that condition.

• Resistance thermometers. A resistance thermometer (or detector), also known as a wire-wound
thermometer, has great accuracy for wide temperature ranges. The wire used has to have known,
repeatable, electrical characteristics so that the relationship between the temperature and resis-
tance value can be predicted precisely. The measured value of the resistance of the detector can
then be used to determine the value of an unknown temperature. Among metallic conductors,
pure metals exhibit the greatest change of resistance with temperature. For applications requiring
higher accuracy, especially where the temperature measurement is between −200 and +800 ◦C,
the resistance thermometer comes into its own. The majority of such thermometers are made of
platinum. In industries, in addition to platinum, nickel (−60 to +180 ◦C) and copper (−30 to
+220 ◦C) are frequently used to manufacture resistance thermometers. Resistance thermometers
can be provided with two, three, or four wire connections, and for higher accuracy at least three
wires are required.

• Averaging thermometers. An averaging thermometer is designed to measure the average tem-
perature of bulk stored liquids. The sheath contains a number of elements of different lengths,
all starting from the bottom of the sheath, The longest element that is fully immersed is con-
nected to the measuring circuit to allow a true average temperature to be obtained. For this
type of thermometer, several parameters are significant, namely, sheath material (stainless steel
for the temperature range from −50 to +200 ◦C or nylon for the temperature range from −50
to +90 ◦C), sheath length (to suit the application), termination (flying leads or terminal box),
element length, element calibration (to copper or platinum curves), and operating temperature
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ranges. In many applications, where a multielement thermometer is not required, such as in air
ducts, cooling water and gas outlets, a single-element thermometer stretched across the duct or
pipe work can provide a true average temperature reading. Despite the working range from 0 to
100 ◦C, the maximum temperature may reach 200 ◦C. To maintain high accuracy, these units are
normally supplied with three-wire connections. However, up to 10 elements can be mounted in
the averaging bulb fittings, and they can be made of platinum, nickel, or copper, and fixed at
any required position.

• Thermocouples. A thermocouple consists of two electrical conductors of different materials
connected together at one end (the so-called measuring junction). The two free ends are con-
nected to a measuring instrument, for example, an indicator, a controller, or a signal conditioner,
by a reference junction (the so-called cold junction). The thermoelectric voltage appearing at
the indicator depends on the materials of which the thermocouple wires are made and on the
temperature difference between the measuring junction and the reference junction. For accurate
measurements, the temperature of the reference junction must be kept constant. Modern instru-
ments usually incorporate a cold junction reference circuit and are supplied ready for operation
in a protective sheath, to prevent damage to the thermocouple by any mechanical or chemi-
cal means. Table 1.1 lists several types of thermocouples along with their maximum absolute
temperature ranges. As can be seen in Table 1.1, a copper–constantan thermocouple has an
accuracy of ±1 ◦C, and is often employed for control systems in refrigeration and food pro-
cessing applications. The iron–constantan thermocouple with its maximum of 850 ◦C is used in
applications in the plastics industry. The chromel–alumel-type thermocouples, with a maximum
of about 1100 ◦C, are suitable for combustion applications in ovens and furnaces. In addition,
it is possible to reach about 1600 or 1700 ◦C using platinum rhodium–platinum thermocouples,
which are particularly useful in steel manufacturing. It is worth noting that one advantage that the
thermocouple has over most other temperature sensors is that it has a small thermal capacity, and
thus a prompt response to temperature changes. Furthermore, its small thermal capacity rarely
affects the temperature of the body under examination.

• Thermistors. These devices are made of semiconductors and act as thermal resistors with a high
(usually negative) temperature coefficient. In use, thermistors are either self-heated or externally
heated. Self-heated units employ the heating effect of the current flowing through them to raise
and control their temperature and thus their resistance. This operating mode is useful in such
devices as voltage regulators, microwave power meters, gas analyzers, flow meters, and automatic
volume and power level controls. Externally heated thermistors are well suited for precision
temperature measurement, temperature control, and temperature compensation due to the large
changes in resistance versus temperature. These are generally used for applications in the range

Table 1.1 Some of the most common thermocouples

Type Common names Temperature range (◦C)

T Copper–constantan (C/C) −250 to 400
J Iron–constantan (I/C) −200 to 850
E Nickel chromium–constantan or Chromel–constantan −200 to 850
K Nickel chromium–nickel aluminum or Chromel–alumel (C/A) −180 to 1100
– Nickel 18% molybdenum–nickel 0 to 1300

N Nicrosil–nisil 0 to 1300
S Platinum 10% rhodium–platinum 0 to 1500
R Platinum 13% rhodium–platinum 0 to 1500
B Platinum 30% rhodium–platinum 6% rhodium 0 to 1600
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−100 to +300 ◦C. Despite early thermistors having tolerances of ±20 or ±10%, modern precision
thermistors are of a higher accuracy, for example, ±0.1 ◦C (less than ±1%).

• Digital display thermometers. A wide range of digital display thermometers, for example,
hand-held battery-powered displays and panel-mounted mains or battery units, are available
commercially. Displays can be provided for use with all standard thermocouples or platinum
resistance thermometers with several digits and 0.1 ◦C resolution.

It is important to emphasize that before temperature can be controlled, it must be sensed and
measured accurately. For temperature measurement devices, there are several potential sources of
error, including not only sensor properties but also contamination effects, lead lengths, immersion,
heat transfer, and controller interfacing. In temperature control, there are many sources of error
that can be minimized by careful consideration of the type of sensor, its working environment, the
sheath or housing, extension leads, and the instrumentation. An awareness of potential errors is
vital in many applications dealt with in this book. Selection of temperature measurement devices is
a complex task and has been discussed only briefly here. It is important to remember the following:
“choose the right tool for the right job.”

1.3.4 Specific Volume and Density

The specific volume v is the volume per unit mass of a substance, usually expressed in cubic meters
per kilogram (m3/kg) in the SI system and in cubic feet per pound (ft3/lb) in the English system.
The density ρ of a substance is defined as the mass per unit volume, and is therefore the inverse
of the specific volume:

ρ = 1

v
(1.5)

The units of density are kg/m3 in the SI system and lb/ft3 in the English system. Specific volume
is also defined as the volume per unit mass, and density as the mass per unit volume, that is,

v = V

m
(1.6)

ρ = m

V
(1.7)

Both specific volume and density are intensive properties and are affected by temperature
and pressure.

1.3.5 Mass and Volumetric Flow Rates

Mass flow rate is defined as the mass flowing per unit time (kg/s in the SI system and lb/s in the
English system). Volumetric flow rates are given in m3/s in the SI system and ft3/s in the English
system. The following expressions can be written for the flow rates in terms of mass, specific
volume, and density:

ṁ = V̇ ρ = V̇

v
(1.8)

V̇ = ṁv = ṁ

ρ
(1.9)
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1.4 General Aspects of Thermodynamics
In this section, we briefly introduce some general aspects of thermodynamics that are related to
energy storage systems and applications.

1.4.1 Thermodynamic Systems

A thermodynamic system is a device or combination of devices that contains a certain quantity of
matter. It is important to carefully define a system under consideration and its boundaries. We can
define three important types of systems as follows:

• Closed system. This is defined as a system across the boundaries of which no material crosses.
It, therefore, contains a fixed quantity of matter. In some books, it is also called a control mass .

• Open system. This is defined as a system in which material (mass) is allowed to cross its
boundaries. The term open system is also called a control volume.

• Isolated system. This is a closed system that is not affected by the surroundings. No mass, heat,
or work crosses its boundary.

1.4.2 Process

A process is a physical or chemical change in the properties of matter or the conversion of energy
from one form to another. In some processes, one property remains constant. The prefix “iso”
is employed to describe such a process, for example, isothermal (constant temperature), isobaric
(constant pressure), and isochoric (constant volume).

1.4.3 Cycle

A cycle is a series of thermodynamic processes in which the end-point conditions or properties of
the matter are identical to the initial conditions.

1.4.4 Thermodynamic Property

This is a physical characteristic of a substance, which is used to describe its state. Any two properties
usually define the state or condition of a substance, from which all other properties can be derived.
Some examples are temperature, pressure, enthalpy, and entropy. Thermodynamic properties are
classified as intensive properties (independent of the mass, e.g., pressure, temperature, and density)
and extensive properties (dependent on the mass, e.g., mass and total volume). Extensive properties
on a per unit mass basis, such as specific volume, become intensive properties. Property diagrams of
substances can be presented in graphical form and summarize the main properties listed in property
tables, for example, refrigerant tables.

1.4.5 Sensible and Latent Heats

It is known that all substances can hold a certain amount of heat; this property is their thermal
capacity. When a liquid is heated, its temperature rises to the boiling point. This is the highest
temperature that the liquid can reach at the measured pressure. The heat absorbed by the liquid in
raising the temperature to the boiling point is called sensible heat . The heat required to convert the
liquid to vapor at the same temperature and pressure is called latent heat . This is the change in
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enthalpy during a state change (the amount of heat absorbed or rejected at constant temperature at
any pressure, or the difference in enthalpies of a pure condensable fluid between its dry saturated
state and its saturated liquid state at the same pressure).

1.4.6 Latent Heat of Fusion

Fusion is associated with the melting and freezing of a material. For most pure substances, there
is a specific melting/freezing temperature, relatively independent of the pressure. For example, ice
begins to melt at 0 ◦C. The amount of heat required to melt one kilogram of ice at 0 ◦C to one
kilogram of water at 0 ◦C is called the latent heat of fusion of water, and equals 334.92 kJ/kg. The
removal of the same amount of heat from one kilogram of water at 0 ◦C changes it back to ice.

1.4.7 Vapor

A vapor is a gas at or near equilibrium with the liquid phase – a gas under the saturation curve
or only slightly beyond the saturated vapor line. Vapor quality is theoretically assumed; that is,
when vapor leaves the surface of a liquid, it is pure and saturated at the particular temperature and
pressure. In actuality, tiny liquid droplets escape with the vapor. When a mixture of liquid and
vapor exists, the ratio of the mass of the liquid to the total mass of the liquid and vapor mixture is
called the quality , and is expressed as a percentage or decimal fraction. Superheated vapor is the
saturated vapor to which additional heat has been added, raising the temperature above the boiling
point. Let us consider a mass m with a quality x. The volume is the sum of the volumes of both
the liquid and the vapor, as defined below:

V = Vliq + Vvap (1.10)

Equation 1.10 can also be written in terms of specific volumes as

mv = mliqvliq + mvapvvap (1.11)

Dividing all terms by the total mass yields

v = (1 − x)vliq + xvvap = vliq + xvliq,vap (1.12)

where vliq,vap = vvap − vliq.

1.4.8 Thermodynamic Tables

The thermodynamic tables were first published in 1936 as steam tables by Keenan and Keyes, and
later in 1969 and 1978, these were revised and republished. The use of thermodynamic tables of
many substances ranging from water to refrigerants is very common in process design calculations.
In the literature, they are also called either steam tables or vapor tables . In this book, we will
refer to the thermodynamic tables. These tables are normally given as different distinct phases
(parts), for example, four different parts for water, such as saturated water, superheated vapor
water, compressed liquid water, saturated solid-saturated vapor water; and two distinct parts for
R-134a, such as saturated and superheated. Each table is listed according to the values of temperature
and pressure, with the remainder containing values of various other thermodynamic parameters such
as specific volume, internal energy, enthalpy, and entropy. Normally, when we have values for two
independent variables, we may obtain other data from the respective table. In learning how to use
these tables, an important point is to specify the state using any two independent parameters. In
some design calculations if we do not have the exact values of the parameters, we use interpolation
to find the necessary values.
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Beyond thermodynamic tables, recently, much attention has been paid to computerized tables for
such design calculations. Although computerized tables can eliminate several reading problems for
data, they may not provide students with an understanding of the concepts and a good comprehen-
sion of the subject. That is why in thermodynamics courses, it is important for the students to know
how to obtain thermodynamic data from the appropriate thermodynamic tables. The Handbook of
Thermodynamic Tables by Raznjevic (1995) is one of the most valuable sources for several solids,
liquids, and gaseous substances.

1.4.9 State and Change of State

The state of a system or substance is defined as the condition of the system or substance character-
ized by certain observable macroscopic values of its properties, such as temperature and pressure.
The term state is often used interchangeably with the term phase, for example, solid phase or
gaseous phase of a substance. Each of the properties of a substance in a given state has only one
definite value, regardless of how the substance reaches the state. For example, when sufficient heat
is added or removed at a certain condition, most substances undergo a state change. The tempera-
ture remains constant until the state change is complete. This can be from solid to liquid, liquid to
vapor, or vice versa. Figure 1.2 depicts typical examples of ice melting and water boiling.

A clearer presentation of solid, liquid, and vapor phases of water is provided on a
temperature–volume (T–v) diagram in Figure 1.3. The constant pressure line ABCD represents
the states that water passes through as follows:

• A–B. Represents the process where water is heated from the initial temperature to the saturation
temperature (liquid) at constant pressure. At point B, the water is a fully saturated liquid with a
quality x = 0, but no water vapor has formed.

• B–C. Represents a constant-temperature vaporization process in which there is only phase
change from a saturated liquid to a saturated vapor. As this process proceeds, the vapor quality
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Figure 1.2 The state-change diagram of water
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Figure 1.3 Temperature–volume diagram for the phase change of water

varies from 0 to 100%. Within this zone, the water is a mixture of liquid and vapor. At point C,
we have a completely saturated vapor and the quality is 100%.

• C–D. Represents the constant-pressure process in which the saturated water vapor is superheated
with increasing temperature.

• E–F–G. Represents a nonconstant-temperature vaporization process. In this constant-pressure
heating process, point F is called the critical point where the saturated liquid and saturated vapor
states are identical. The thermodynamic properties at this point are called critical thermodynamic
properties , for example, critical temperature, critical pressure, and critical specific volume.

• H–I. Represents a constant-pressure heating process in which there is no change from one
phase to another (only one is present). However, there is a continuous change in density during
this process.

The other process which may occur during melting of water is sublimation , in which the ice
directly passes from the solid phase to the vapor phase. Another important point is that the solid,
liquid, and vapor phases of water may be present together in equilibrium, leading to the triple point .

1.4.10 Specific Internal Energy

Internal energy represents a molecular state type of energy. Specific internal energy is a measure
per unit mass of the energy of a simple system in equilibrium as a function of cv dT . For many
thermodynamic processes in closed systems, the only significant energy changes are internal energy
changes, and the significant work done by the system in the absence of friction is the work of
pressure–volume expansion, such as in a piston–cylinder mechanism. The specific internal energy
of a mixture of liquid and vapor can be written in a form similar to Equation 1.12:

u = (1 − x)uliq + xuvap = uliq + xuliq,vap (1.13)

where uliq,vap = uvap − uliq.

1.4.11 Specific Enthalpy

Enthalpy is another measure of the energy per unit mass of a substance. Specific enthalpy, usually
expressed in kJ/kg or Btu/lb, is normally expressed as a function of cpdT . Since enthalpy is a
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state function, it is necessary to measure it relative to some reference state. The usual practice is
to determine the reference values that are called the standard enthalpy of formation (or the heat
of formation), particularly in combustion thermodynamics. The specific enthalpy of a mixture of
liquid and vapor components can be written as Equation 1.12:

h = (1 − x)hliq + xhvap = hliq + xhliq,vap (1.14)

where hliq,vap = hvap − hliq.

1.4.12 Specific Entropy

Entropy is the ratio of the heat added to a substance to the absolute temperature at which it was
added, and is a measure of the molecular disorder of a substance at a given state. The specific
enthalpy of a mixture of liquid and vapor components can be written as Equation 1.12:

s = (1 − x)sliq + xsvap = sliq + xsliq,vap (1.15)

where sliq,vap = svap − sliq.

1.4.13 Pure Substance

A pure substance is defined as the one that has a homogeneous and invariable chemical composition.
Despite having the same chemical composition throughout, it may be in more than one phase,
namely, liquid, a mixture of liquid and vapor (e.g., steam), and a mixture of solid and liquid.
Each phase has the same chemical composition. However, a mixture of liquid air and gaseous air
cannot be considered a pure substance because the composition of each phase differs from that of
the other. A thorough understanding of the pure substance is of significance, particularly for TES
applications. Thermodynamic properties of water and steam can be obtained from tables and charts
that are present in most thermodynamics books, based on experimental data or real-gas equations
of state, or obtained through computer calculations. It is important to note that the properties of
low-pressure water are of great significance in TES systems for cooling applications, since water
vapor existing in the atmosphere typically exerts a pressure less than 1 psi (6.9 kPa). At such low
pressures, it is known that water vapor exhibits ideal-gas behavior.

1.4.14 Ideal Gases

In many practical thermodynamic calculations, gases such as air and hydrogen can often be treated
as ideal gases, particularly for temperatures much higher than their critical temperatures and for
pressures much lower than their saturation pressures at given temperatures. An ideal gas can be
described in terms of three parameters: the volume that it occupies, the pressure that it exerts, and
its temperature. In fact, all gases or vapors, including water vapor, at very low pressures exhibit
ideal-gas behavior. The practical advantage of treating real gases as ideal is that a simple equation
of state with only one constant can be applied in the following form:

Pv = RT (1.16)

and

PV = mRT (1.17)

The ideal-gas equation of state was originally established from experimental observations, and
is also called a P–v–T relationship for gases. It is generally considered as a concept rather than a
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reality. It requires only a few data values to define a particular gas over a wide range of its possible
thermodynamic equilibrium states.

The gas constant R is different for each gas depending on its molecular weight M:

R = R

M
(1.18)

where R= 8.314 kJ/kg K.
Equations 1.17 and 1.18 may be written on a mole-basis as follows:

Pv = RT (1.19)

and

PV = nRT (1.20)

The other simplifying feature of ideal-gas behavior is that, if assumed that the constant-pressure
and constant-volume specific heats are constant, changes in specific internal energy and specific
enthalpy can be calculated simply without referring to thermodynamic tables and graphs from the
following expressions:

�u = (u2 − u1) = cv(T2 − T1) (1.21)

�h = (h2 − h1) = cp(T2 − T1) (1.22)

The following is another useful relation for ideal gases obtained from the expression,
h = u + Pv = u + RT :

cv − cp = R (1.23)

For the entire range of states, the ideal-gas model may be found unsatisfactory. Therefore, the
compressibility factor (Z) is introduced to measure the deviation of a real substance from the
ideal-gas equation of state. The compressibility factor is defined by the relation:

Pv = ZRT or Z = Pv

RT
(1.24)

Figure 1.4 shows a generalized compressibility chart for simple substances. In the chart, we
have two important parameters: the reduced temperature (Tr = T/Tc) and the reduced pressure
(Pr = P/Pc). To calculate the compressibility factor, the values of Tr and Pr should be calculated
using the critical temperature and pressure values of the respective substance, which can easily be
obtained from thermodynamics books. As can be seen in Figure 1.4, at all temperatures Z → 1 as
Pr → 0. This means that the behavior of the actual gas closely approaches ideal-gas behavior, as the
pressure approaches zero. For real gases, Z takes on values between 0 and 1. If Z = 1, Equation 1.24
becomes Equation 1.16. In the literature, there are also several equations of state for accurately
representing the P –v–T behavior of a gas over the entire superheated vapor region, for example,
the Benedict–Webb–Rubin equation, the van der Waals equation, and the Redlich and Kwong
equation. However, some of these equations of state are complicated due to the number of empirical
constants they contain, and are more conveniently used with computer software to obtain results.

There are some special cases if one of P , v, and T is constant. At a fixed temperature, the
volume of a given quantity of ideal gas varies inversely with the pressure exerted on it (in some
books, this is called Boyle’s law ), describing compression as

P1V1 = P2V2 (1.25)

where the subscripts refer to the initial and final states.
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Figure 1.4 Generalized compressibility chart for simple substances (Borgnakke and Sonntag, 2008)

Equation 1.25 is employed by designers in a variety of situations: when selecting an air com-
pressor, for calculating the consumption of compressed air in reciprocating air cylinders, and for
determining the length of time required for storing air. Nevertheless, use of Equation 1.25 may
not always be practical due to temperature changes. If temperature increases with compression, the
volume of a gas varies directly with its absolute temperature in K as:

V1

T1
= V2

T2
(1.26)

If temperature increases at constant volume, the pressure of a gas varies directly with its absolute
temperature in K as:

P1

T1
= P2

T2
(1.27)

Equations 1.26 and 1.27 are known as Charles’ law . If both temperature and pressure change at
the same time, the combined ideal-gas equation can be written as:

P1V1

T1
= P2V2

T2
(1.28)
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For a given mass, the internal energy of an ideal gas can be written as a function of temperature,
since cv0 is constant, as shown below:

dU = mcv0dT (1.29)

and the specific internal energy becomes

du = cv0dT (1.30)

The enthalpy equation for an ideal gas, based on h = u + Pv, can be written as

dH = mcp0dT (1.31)

and the specific enthalpy then becomes

dh = cp0dT (1.32)

The entropy change of an ideal gas, based on the general entropy equation in terms of T ds =
du + Pdv and T ds = dh − v dP as well as on the ideal-gas equation Pv = RT , can be obtained
in two ways by substituting Equations 1.29 and 1.30:

s2 − s1 = cv0 ln

(
T2

T1

)
+ R ln

(
v2

v1

)
(1.33)

s2 − s1 = cp0 ln

(
T2

T1

)
− R ln

(
P2

P1

)
(1.34)

For a reversible adiabatic process, the ideal-gas equation in terms of the initial and final states
under Pvk = constant can be written as:

Pvk = P1v
k
1 = P2v

k
2 (1.35)

where k denotes the adiabatic exponent (the specific heat ratio) as a function of temperature:

k = cp0

cv0
(1.36)

On the basis of Equation 1.35 and the ideal-gas equation, the following expression can be
obtained:

P2

P1
=
(

T2

T1

)k/k−1

=
(

v1

v2

)k

=
(

V1

V2

)k

(1.37)

Consider a closed system containing an ideal gas, undergoing an adiabatic reversible process.
The gas has constant specific heats. The work can be derived from the first law of thermodynamics
(FLT) as follows:

W1−2 = mR(T2 − T1)

1 − k
= (P2V2 − P1V1)

1 − k
(1.38)

Equation 1.38 can also be derived from the general work relation, W = PdV.
For a reversible polytropic process, the only difference is the polytropic exponent n which shows

the deviation in a log P and log V diagram, leading to the slope. Equations 1.35, 1.37, and 1.38
can be rewritten with the polytropic exponent under Pvn = constant as:

Pvn = P1v
n
1 = P2v

n
2 (1.39)
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P2

P1
=
(

T2

T1

)n/n−1

=
(

v1

v2

)n

=
(

V1

V2

)n

(1.40)

W1−2 = mR(T2 − T1)

1 − n
= (P2V2 − P1V1)

1 − n
(1.41)

To provide a clear understanding of the polytropic exponent, it is important to show the values
of n for four types of polytropic processes for ideal gases (Figure 1.5):

• n = 0 for isobaric process (P = constant)
• n = 1 for isothermal process (T = constant)
• n = k for isentropic process (s = constant)
• n = ∞ for isochoric process (v = constant)

As can be seen in Figure 1.5, there are two quadrants where n varies from zero to infinity
and where it has a positive value. The slope of any curve is an important consideration when a
reciprocating engine or compressor cycle is under consideration.

In thermodynamics, a number of problems involve the mixture of pure substances (e.g., ideal
gases). In this regard, it is important to understand related aspects accordingly. Tables 1.2 and 1.3
summarize the relevant expressions and two ideal-gas models: the Dalton model and the Amagat
model. In the comparison presented, it is assumed that each gas is unaffected by the presence of
other gases, and each is treated as an ideal gas. With respect to entropy, it is noted that an increase in
entropy is dependent only upon the number of moles of ideal gases, and is independent of the chem-
ical composition. Of course, when the gases in the mixture are distinguished, the entropy increases.

1.4.15 Energy Transfer

Energy can be viewed as the capacity for doing work. Energy can take a number of forms during
transfer such as thermal (heat), mechanical (work), electrical, and chemical. Thermal energy flows
only from a higher to a lower temperature level unless external energy is added to reverse the
process. The rate of energy transfer per unit time is called power .

P
re

ss
ur

e

Volume

Constant pressure process n = 0 

Isothermal process n = 1 

Isentropic process n = k

Constant volume process n = ∞

Figure 1.5 Representation of four polytropic processes on a pressure–volume diagram
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Table 1.2 Equations for gas and gas mixtures and relevant models

Definition Dalton model and Amagat model

Total mass of a mixture of N components mtot = m1 + m2 + . . . + mN = ∑
mi

Total number of moles of a mixture of N components ntot = n1 + n2 + . . . + nN = ∑
ni

Mass fraction for each component ci = mi/mtot

Mole fraction for each component yi = ni/ntot = Pi/Ptot = Vi/Vtot

Molecular weight of the mixture Mmix = mtot/ntot = ∑
niMi/ntot = ∑

yiMi

Internal energy of the mixture Umix = n1U1 + n2U2 + . . . + nNUN = ∑
niUi

Enthalpy of the mixture Hmix = n1H1 + n2H2 + . . . + nNHN = ∑
niHi

Entropy of the mixture Smix = n1S1 + n2S2 + . . . + nNSN = ∑
niSi

Entropy difference for the mixture S2 − S1 = −R(n1 ln y1 + n2 ln y2 + . . . + nN ln yN )

Table 1.3 Comparison of Dalton and Amagat models

Definition Dalton model Amagat model

P , V , T for the mixture T and V are constant T and P are constant

Ptot = P = P1 + P2 + . . . + PN Vtot = V = V1 + V2 + . . . + VN

Ideal-gas equation for the mixture PV = nRT

Ideal-gas equations for the components P1V = n1RT PV1 = n1RT

P2V = n2RT PV2 = n2RT

: :

PNV = nNRT PVN = nNRT

1.4.16 Heat

The definitive experiment that showed that heat was a form of energy convertible into other forms
was carried out by a Scottish physicist, James Joule. Heat is the thermal form of energy, and
heat transfer takes place when a temperature difference exists within a medium or between dif-
ferent media. Heat always requires a difference in temperature for its transfer. Higher temperature
differences provide higher heat transfer rates. The units for heat are joules or kilojoules in the
International system and the foot pound-force or British thermal unit (Btu) in the English system.
Following a common convention in thermodynamic calculations, heat transfer to a system is con-
sidered positive, while heat transfer from a system is negative. If there is no heat transfer involved
in a process, it is called adiabatic.

1.4.17 Work

Work is the energy that is transferred by a difference in pressure or force of any kind and is
subdivided into shaft work and flow work. Shaft work is the mechanical energy used to drive a
mechanism such as a pump, compressor, or turbine. Flow work is the energy transferred into a
system by fluid flowing into, or out of, the system. Both forms are usually expressed in kilojoules
and on a unit mass basis as kJ/kg. By usual convention, work done by a system is considered
positive and work done on a system (work input) is considered negative. The unit for power or
rate of work is joule per second, which is a Watt (W).
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1.4.18 The First Law of Thermodynamics

Thermodynamics is the science of energy and entropy, and the basis of thermodynamics is exper-
imental observation. In thermodynamics, such observations were formed into four basic laws: the
zeroth, first, second, and third laws of thermodynamics. The first and second laws of thermody-
namics are the most common tools in practice due to fact that transfers and conversions of energy
are governed by these two laws, and in this chapter, we focus on these two laws.

The FLT can be defined as the law of conservation of energy and states that in a closed system
energy can be neither created nor destroyed. For a change of state from an initial state 1 to a final
state 2 with a constant amount of matter, the first law can be formulated as follows:

Q1−2 = (E2 − E1) + W1−2 = (U2 − U1) + (KE2 − KE1) + (PE2 − PE1) + W1−2 (1.42)

where (U2 − U1) = mcv(T2 − T1), (KE2 − KE1) = m(V 2
2 − V 2

1 )/2, (PE2 − PE1) = mg(Z2 − Z1).
As is clear in Equation 1.42, we broaden the definition of energy to include kinetic and potential

energies in addition to internal energy. An important consequence of the first law is that the internal
energy change resulting from a process is independent of the thermodynamic path followed by the
system, and of the paths followed by the processes, for example, heat transfer and work. In turn,
the rate at which the internal energy content of the system changes is dependent only on the rates
at which heat is added and work is done (when kinetic and potential energies are neglected).

1.4.19 The Second Law of Thermodynamics

As mentioned earlier, the first law is the energy-conservation principle. The second law of
thermodynamics (SLT) is instrumental in determining the inefficiencies of practical thermodynamic
systems, and indicates that it is impossible to have 100% efficiency in energy conversion. The
classical statements, such as the Kelvin–Plank statement and the Clausius statement, help us
formulate the second law:

• The Kelvin–Plank statement. It is impossible to construct a device operating in a cycle (e.g.,
heat engine), that accomplishes only the extraction of heat from some source and its complete
conversion to work. This statement describes the impossibility to have a heat engine with a
thermal efficiency of 100%.

• The Clausius statement. It is impossible to construct a device operating in a cycle (e.g.,
refrigerator and heat pump), that transfers heat from a low-temperature (cooler) region to a
high-temperature (hotter) region.

A simple way to illustrate the implications of both the first and second laws is a desktop game
that consists of several pendulums (made of metal balls), one in contact with the other. When you
raise the first of the balls, you give energy to the system in the form of potential energy. Releasing
this ball allows it to gain kinetic energy at the expense of potential energy. When this ball hits
the second ball, a small elastic deformation transforms the kinetic energy again into a form of
potential energy. The energy is transferred from one ball to the other. The last ball again gains
kinetic energy, which allows it to rise. The cycle continues, with the ball rising every time to a
slightly lower level, until it finally stops. The first law concerns why the balls keep moving, while
the second law explains why they do not do it forever. In this game, the energy is lost in the form
of sound and heat, as the motion declines.

The second law also states that the entropy in the universe always increases. As mentioned
before, entropy is a measure of degree of disorder, and every process happening in the universe
increases the entropy of the universe to a higher level. The entropy of a state of a system is
proportional to (depends on) its probability, which gives us an opportunity to define the second



18 Thermal Energy Storage

law in a broader manner as “the entropy of a system increases in any heat transfer or conversion
of energy within a closed system.” That is why all energy transfers or conversions are irreversible.
From the entropy perspective, the basis of the second law is the statement that the sum of the
entropy of a system changes and that of its surroundings must always be positive. Recently, much
effort has been invested in minimizing the entropy generation (irreversibilities) in thermodynamic
systems and applications.

Moran and Shapiro (2007) noted that the second law and deductions from it are useful because
they provide a means for

• predicting the direction of processes;
• establishing conditions for equilibrium;
• determining the best performance of thermodynamic systems and applications;
• quantitatively evaluating the factors that preclude the attainment of the best theoretical perfor-

mance level;
• defining a temperature scale, independent of the properties of the substance; and
• developing tools for evaluating some thermodynamic properties, for example, internal energy

and enthalpy, using available experimental data.

Consequently, the second law is the linkage between entropy and the usefulness of energy.
The second law analysis has found applications in a wide variety of disciplines, for example,
chemistry, economics, ecology, environment, and sociology, far removed from engineering
thermodynamics applications.

1.4.20 Reversibility and Irreversibility

These two concepts are highly important to thermodynamic processes and systems. Reversibility is
defined by the statement that only for a reversible process can both a system and its surroundings be
returned to their initial states. Such a process is only theoretical. The irreversibility during a process
describes the destruction of useful energy or availability. Without new inputs, both the system and
its surroundings cannot be returned to their initial states because of the irreversibilities that have
occurred, for example, friction, heat transfer or rejection, and electrical and mechanical effects. For
instance, an actual system provides an amount of work that is less than the ideal reversible work, so
the difference between these two values gives the irreversibility of that system. In real applications,
there are always such differences, and therefore real processes and cycles are always irreversible.

1.4.21 Exergy

Exergy is defined as the maximum amount of work (also called availability , see Table 1.4) that
can be produced by a stream of matter or energy (heat, work, etc.) as it comes to equilibrium with
a reference environment. Exergy is a measure of the potential of a flow or system to cause change
as a consequence of not being in complete stable equilibrium relative to a reference environment.
For exergy analysis, the state of the reference environment, or the reference state, must be specified
completely. This is commonly done by specifying the temperature, pressure, and chemical compo-
sition of the reference environment. Exergy is not subject to a conservation law. Rather exergy is
consumed or destroyed because of irreversibilities in any process. Table 1.5 compares energy and
exergy from a thermodynamics point of view.

As pointed out by Dincer and Rosen (1999, 2007), exergy is a measure of the usefulness, quality
or potential of a flow or system to cause change, and is therefore a type of measure of the potential
of a substance to impact on the environment.

Exergy analysis is a method that uses the conservation of mass and conservation of energy
principles together with the second law of thermodynamics for the design and analysis of sys-
tems and processes. The exergy method can be suitable for furthering the goal of more efficient
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Table 1.4 Relations among essergy, availability, exergy, and free energy

Name Function Remarks

Essergy E + P0V − T0S −∑
i µi0Ni Formulated for the special case in 1878 by Gibbs

and in general in 1962, and changed from
available energy to exergy in 1963, and from
exergy to essergy (i.e., essence of energy) in 1968
by Evans.

Availability E + P0V − T0S − (E0 + P0V0 − T0S0) Formulated by Keenan in 1941 as a special case of
the essergy function.

Exergy E + P0V − T0S − (E0 + P0V0 − T0S0) Introduced by Darrieus in 1930 and Keenan in 1932;
called the availability in steady flow by him, and
exergy by Rant in 1956 as a special case of
essergy.

Free Energy Helmholtz: E − T S

Gibbs: E + PV − T S

Introduced by von Helmholtz and Gibbs in 1873 as
the Legendre transforms of energy to yield useful
alternate criteria of equilibrium, as measures of
the potential work of systems representing special
cases of the essergy function.

Source: Szargut et al. (1988).

Table 1.5 Comparison between energy and exergy

Energy Exergy

• Dependent on the parameters of matter or energy
flow only, and independent of the environment
parameters.

• Dependent both on the parameters of matter or
energy flow and on the environment parameters.

• Has values different from zero (which is equal to
mc2 in accordance with Einstein’s equation).

• Equal to zero (in dead state by virtue of being in
equilibrium with the environment).

• Guided by the first law of thermodynamics for all
processes.

• Guided by the first and second laws of
thermodynamics for reversible processes only (in
irreversible processes, it is destroyed partly or
completely).

• Limited by the second law of thermodynamics for
all processes (including reversible ones).

• Not limited for reversible processes owing to the
second law of thermodynamics.

• Conserved in all processes. • Not conserved in all processes.

energy-resource use, for it enables the locations, types, and true magnitudes of wastes and losses
to be determined. Therefore, exergy analysis can reveal whether or not, and by how much, it is
possible to design more efficient energy systems by reducing the sources of inefficiency in existing
systems. In the past, exergy was called essergy, availability, and available energy . Table 1.4 lists
some relations among essergy, availability, exergy, and free energy.

From the point of view of energy and exergy efficiency, it is important to note that if a fossil
fuel-based energy source is used for a low-temperature thermal application like space heating or
cooling, there would be a great difference between the corresponding energy and exergy efficiencies,
perhaps by as much as 50–70% for the energy efficiency and 5% for the exergy efficiency (Dincer,
1998). One may ask why, and to address that question, we provide the following:

• High quality (e.g., high temperature) energy sources such as fossil fuels are often used for
relatively low-quality (e.g., low-temperature) processes like water and space heating or cooling.
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• Exergy efficiency permits a better matching of energy sources and uses, leading to high-quality
energy being reserved for performing high-quality tasks and not used for low-quality end uses.

1.5 General Aspects of Fluid Flow
For a good understanding of the operation of thermal energy storage systems and their components,
as well as the behavior of fluid flows, an extensive background on fluid mechanics is essential.
In addition to learning the principles of fluid flow, the student and/or engineer should develop an
understanding of the properties of fluids and be able to solve practical thermodynamic problems.

In practice, engineers are regularly faced with a large variety of fluid-flow problems:

• subcooled liquids, like water and brine;
• mixtures of boiling liquids and the ensuing vapor;
• mixtures of refrigerants and absorbents;
• mixtures of air and water vapor as humid air; and
• low- and high-pressure gases.

To deal effectively with fluid-flow systems, it is necessary to identify flow categories, defined
in predominantly mathematical terms, that allow the appropriate analysis to be undertaken by
identifying suitable and acceptable simplifications. Examples of the categories to be introduced
include variation of the flow parameters with time (steady or unsteady) or variations along the flow
path (uniform or nonuniform). Similarly, compressibility effects may be important in high-speed
gas flows, but may be ignored in many liquid flow situations.

1.5.1 Classification of Fluid Flows

Various criteria allow fluid flows to be classified into the following categories:

• uniform or nonuniform,
• one-, two-, or three-dimensional,
• steady- or unsteady-state,
• laminar or turbulent, and
• compressible or incompressible.

Also, liquids flowing in open channels may be classified according to their regions, for example,
subcritical, critical, or supercritical, and gas flows may be categorized as subsonic, transonic, super-
sonic, or hypersonic.

Uniform Flow and Nonuniform Flow

If the velocity and cross-sectional area are constant in the direction of flow, the flow is uniform.
Otherwise, the flow is nonuniform.

One-, Two-, and Three-Dimensional Flow

The flow of real fluids occurs in three dimensions. However, in the analysis the conditions are often
simplified to either one- or two-dimensional, depending on the flow problem under consideration.
If all fluid and flow parameters (velocity, pressure, elevation, temperature, density, viscosity, etc.)
are considered to be uniform throughout any cross-section and vary only along the direction of
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Figure 1.6 Velocity profiles for flows: (a) one-dimensional flow, (b) two-dimensional flow

flow (Figure 1.6a), the flow is one-dimensional. Two-dimensional flow occurs when the fluid and
flow parameters have spatial gradients in two directions, that is, x and y axes (Figure 1.6b). In
three-dimensional flow, the fluid and flow parameters vary in three directions, that is, x, y, and z

axes, and the gradients of the parameters occur in all three directions.

Steady Flow

Steady flow is defined as a flow in which the flow conditions do not change with time. However, we
may have a steady flow in which the velocity, pressure, and cross-section of the flow vary from point
to point but do not change with time. This requires us to distinguish by dividing such a flow into
steady , uniform flow and steady , nonuniform flow . In a steady, uniform flow, all conditions (e.g.,
velocity, pressure, and cross-sectional area) are uniform and do not vary with time or position. For
example, uniform flow of water in a duct of constant cross-section is considered a steady, uniform
flow. If the conditions (e.g., velocity and cross-sectional area) change from point to point (e.g.,
from cross-section to cross-section) but not with time, we have a steady, nonuniform flow. For
example, a liquid flows at a constant rate through a tapering pipe running completely full.

Unsteady Flow

If the conditions vary with time, the flow becomes unsteady. If at a given time the velocity at
every point in the flow field is the same, but the velocity changes with time, we have an unsteady ,
uniform flow . An example is an accelerating flow of a fluid through a pipe of uniform bore running
full. In an unsteady, uniform flow, the conditions in cross-sectional area and velocity vary with
time from point to point, for example, a wave traveling along a channel.

Laminar Flow and Turbulent Flow

This classification is one of the most important in fluid flow and depends primarily upon the arbitrary
disturbances, irregularities, or fluctuations in the flow field, based on the internal characteristics of
the flow. In this regard, there are two significant parameters such as velocity and viscosity. If the
flow occurs at a relatively low velocity and/or with a highly viscous fluid, resulting in a fluid flow
in an orderly manner without fluctuations, the flow is referred to as laminar. As the flow velocity
increases and/or the viscosity of fluid decreases, the fluctuations take place gradually, referring
to a transition state which is dependent on the fluid viscosity, the flow velocity, and geometric
details. The Reynolds number Re is introduced to represent the characteristics of the flow conditions
relative to the transition state. As the flow conditions deviate more from the transition state, a more
chaotic flow field, that is, turbulent flow, occurs. Increasing Reynolds number increases the chaotic
nature of the turbulence. Turbulent flow is, therefore, defined as a characteristic representative of
the irregularities in the flow field.
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The differences between laminar flow and turbulent flow can be distinguished by the Reynolds
number, which is expressed as

Re = V D

υ
= ρV D

µ
(1.43)

The Reynolds number indicates the ratio of inertial force to viscous force. At high Reynolds
numbers the inertia forces dominate, resulting in turbulent flow, while at low Reynolds numbers the
viscous forces become dominant, making the flow laminar. In a circular duct, the flow is laminar
when Re is less than 2100 and turbulent when Re is greater than 4000. In a duct with a rough
surface, the flow is turbulent at Re values as low as 2700.

Compressible Flow and Incompressible Flow

All actual fluids are normally compressible, leading to a change in their density with pressure.
However, in many cases it is assumed during analysis that changes in density are negligibly small.
This refers to incompressible flow.

1.5.2 Viscosity

Viscosity is one of the most significant fluid properties, and is defined as a measure of the fluid’s
resistance to deformation. In gases, the viscosity increases with increasing temperature, resulting
in a greater molecular activity and momentum transfer. The viscosity of an ideal gas is a function
of molecular dimensions and absolute temperature only, based on the kinetic theory of gases.
However, in fluids, molecular cohesion between molecules considerably affects the viscosity, and
the viscosity decreases with increasing temperature because of the fact that the cohesive forces
are reduced by increasing the temperature of the fluid (causing a decrease in shear stress). This
phenomenon results in an increase in the rate of molecular interchange, leading to a net result of a
reduction in viscosity. The coefficient of viscosity of an ideal fluid is zero, meaning that an ideal
fluid is inviscid, so that no shear stresses occur in the fluid, despite the fact that shear deformations
are finite. Nevertheless, all real fluids are viscous.

As a fluid moves past a solid boundary or wall, the velocity of the fluid particles at the wall must
equal the velocity of the wall; the relative velocity between the fluid and the wall at the surface of
the wall is zero, which is called the no-slip condition, and results in a varying magnitude of the
flow velocity (e.g., a velocity gradient), as one moves away from the wall (see Figure 1.7).

There are two types of viscosities, namely, dynamic viscosity , which is the ratio of a shear stress
to a fluid strain (velocity gradient), and kinematic viscosity , which is defined as the ratio of dynamic
viscosity to density.

The dynamic viscosity, based on a two-dimensional boundary layer flow and the velocity gradient
du/dy occurring in the direction normal to the flow, as shown in Figure 1.7, leading to the shear

dy

Velocity profile

u

dx
y

Figure 1.7 Schematic of velocity profile moving away from a wall (i.e., as y increases)
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stress within a fluid being proportional to the spatial rate of change of fluid strain normal to the
flow, is expressed as

µ = τ

(du/dy)
(1.44)

where the units of µ are Ns/m2 or kg/ms in the SI system and lbfs/ft2 in the English system.
The kinematic viscosity then becomes

υ = µ

ρ
(1.45)

where the units of ν are m2/s in the SI system and ft2/s in the English system.
From the viscosity perspective, the types of fluids may be classified into the two groups that

follow below.

Newtonian Fluids

These fluids have a dynamic viscosity dependent upon temperature and pressure and independent of
the magnitude of the velocity gradient. For such fluids, Equation 1.44 is applicable. Some examples
are water and air.

Non-Newtonian Fluids

Fluids that cannot be represented by Equation 1.44 are called non-Newtonian fluids . These fluids
are very common in practice and have a more complex viscous behavior due to the deviation from
Newtonian behavior. There are several approximate expressions to represent their viscous behavior.
Some examples of such fluids are slurries, polymer solutions, oil paints, toothpaste, and sludges.

1.5.3 Equations of Flow

The basic equations of fluid flow may be derived from important fundamental principles, namely,
conservation of mass, conservation of momentum (i.e., Newton’s second law of motion), and
conservation of energy. Although general statements of these laws can be written (applicable to all
substances, e.g., solids and fluids), in fluid flow these principles can be formulated as a function
of flow parameters, namely, pressure, temperature, and density. The equations of motion may be
classified into two general types: the equations of motion for inviscid fluids (i.e., frictionless fluids)
and the equations of motion for viscous fluids. In this regard, we deal with the Bernoulli equations
and Navier–Stokes equations.

Continuity Equation

This is based on the conservation of mass principle. The requirement that mass be conserved at
every point in a flowing fluid imposes certain restrictions on the velocity u and density ρ. Therefore,
the rate of mass change is zero, so that for a steady flow, the mass of fluid in the control volume
remains constant, and therefore the mass of fluid entering per unit time is equal to the mass of fluid
exiting per unit time. We now apply this idea to a steady flow in a stream tube (Figure 1.8). The
continuity equation for the flow of a compressible fluid through a stream tube is

ρ1δA1u1 = ρ2δA2u2 = constant (1.46)

where ρ1δA1u1 is the mass entering per unit time (at section 1) and ρ2δA2u2 is the mass exiting
per unit time (at section 2).
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Figure 1.8 Fluid flow in a stream tube

In practice, for the flow of a real fluid through a pipe or a conduit, the mean velocity is used
since the velocity varies from wall to wall. Then, Equation 1.46 can be rewritten as

ρ1A1u1 = ρ2A2u2 = ṁ (1.47)

where u1 and u2 are the mean velocities at sections 1 and 2.
For fluids that are considered as incompressible, Equation 1.47 is simplified to the following,

since ρ1 = ρ2:

A1u1 = A2u2 = V̇ (1.48)

The various forms of the continuity equation for steady-state and unsteady-state cases are sum-
marized below:

• The steady-state continuity equation for an incompressible fluid in a stream tube:

V · A = V̇ (1.49)

• The unsteady-state continuity equation for an incompressible fluid in a stream tube:(
dm

dt

)
sys

= d

dt

∫
cv

ρdV +
∫
cs

ρV dA (1.50)

• The steady-state continuity equation for an incompressible fluid in cartesian coordinates:

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0 (1.51)

• The unsteady-state continuity equation for an incompressible fluid in cartesian coordinates:

∂(ρu)

∂x
+ ∂(ρv)

∂y
+ ∂(ρw)

∂z
= ∂ρ

∂t
(1.52)

• The steady-state continuity equation for an incompressible fluid in cylindrical coordinates:

∂vr

∂r
+ 1

r

∂vθ

∂θ
+ ∂vz

∂z
+ vr

r
= 0 (1.53)

• The steady-state continuity equation for a compressible fluid in a stream tube:

ρV · A = ṁ (1.54)

• The steady-state continuity equation for a compressible fluid in cartesian coordinates:

∂(ρu)

∂x
+ ∂(ρv)

∂y
+ ∂(ρw)

∂z
= 0 (1.55)
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• The steady-state continuity equation for a compressible fluid in cylindrical coordinates:

∂(ρvr )

∂r
+ 1

r

∂(ρvθ )

∂θ
+ ∂(ρvz)

∂z
+ ρvr

r
= 0 (1.56)

• The unsteady-state continuity equation for a compressible fluid in a stream tube:

∂(ρA)

∂t
+ ∂(ρV · A)

∂s
= 0 (1.57)

• The unsteady-state continuity equation for a compressible fluid in cartesian coordinates:

∂ρ

∂t
+ ∂(ρu)

∂x
+ ∂(ρv)

∂y
+ ∂(ρw)

∂z
= 0 (1.58)

• The unsteady-state continuity equation for a compressible fluid in cylindrical coordinates:

∂ρ

∂t
+ ∂(ρvr )

∂r
+ 1

r

∂(ρvθ )

∂θ
+ ∂(ρvz)

∂z
+ ρvr

r
= 0 (1.59)

Momentum Equation

The analysis of fluid-flow phenomena is fundamentally dependent on the application of Newton’s
second law of motion, which is more general than the momentum principle, stating that when the
net external force acting on a system is zero, the linear momentum of the system in the direction
of the force is conserved in both magnitude and direction (the so-called conservation of linear
momentum). In fact, the momentum principle is concerned only with external forces, and provides
useful results in many situations without requiring much information on the internal processes
within the fluid. The momentum principle finds applications in various types of flows (e.g., steady
or unsteady, compressible or incompressible).

The motion of a particle must be described relative to an inertial coordinate frame. The one-
dimensional momentum equation at constant velocity can be written as follows:

	F = d

dt
(mV ) (1.60)

where 	F stands for the sum of the external forces acting on the fluid, and mV stands for the
kinetic momentum in that direction. Equation 1.60 states that the time rate of change of the linear
momentum of the system in the direction of V equals the resultant of all forces acting on the
system in the direction of V . The linear momentum equation is a vector equation and is therefore
dependent on a set of coordinate directions.

The rate of change of momentum of a control mass can be related to the rate of change of
momentum of a control volume via the continuity equation. Then, Equation 1.60 becomes

	Ft = 	Fcv + 	Fcs = d

dt

∫
cv

VρdV −
∫

cs

V (ρV dA) (1.61)

Here, the sum of forces acting on the control volume in any direction is equal to the rate of change
of momentum of the control volume in that direction plus the net rate of momentum flux from the
control volume through its control surface in the same direction.

For a steady flow, if the velocity across the control surface is constant, the momentum equation
in scalar form becomes

	Fx = (ṁVx)e − (ṁVx)i (1.62)

If the mass flow rate ṁ is constant, Equation 1.62 can be written as

	Fx = ṁ(Vxe − Vxi
) (1.63)

Similar expressions can be written for the y and z directions.
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Figure 1.9 Relationship between velocity, pressure, elevation, and density for a stream tube

Euler’s Equation

Euler’s equation is a mathematical statement of Newton’s second law of motion, and finds applica-
tion in an inviscid fluid continuum. This equation states that the product of mass and acceleration of
a fluid particle can be equated vectorially with the external forces acting on the particle. Consider
a stream tube, as shown in Figure 1.9, with a cross-sectional area small enough for the velocity to
be considered constant along the tube.

The following is a simple form of Euler’s equation for a steady flow along a stream tube,
representing the relationship in differential form between pressure p, velocity v, density ρ, and
elevation z, respectively:

1

ρ

dp

ds
+ v

dv

ds
+ g

dz

ds
= 0 (1.64)

For an incompressible fluid (ρ is constant), the integration of the above equation gives the
following expression along the streamline (with respect to s) for an inviscid fluid:

p

ρ
+ v2

2
+ gz = constant (1.65)

For a compressible fluid, the integration of Equation 1.64 can only be completed to provide the
following: ∫

dp

ρg
+ v2

2g
+ z = H (1.66)

Note that the relationship between ρ and p needs to be known for the given case, and that for
gases the relationship can be in the form pρn = constant, varying from adiabatic to isothermal
conditions, while for a liquid, ρ(dp/dρ) = K , which is an adiabatic modulus.

Bernoulli’s Equation

This equation can be written for both incompressible and compressible flows. Under certain flow
conditions, Bernoulli’s equation for incompressible flow is often referred to as a mechanical-energy
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equation because of the fact that there is similarity to the steady-flow energy equation obtained from
the FLT for an inviscid fluid with no external heat transfer and no external work. It is necessary
to point out that for inviscid fluids viscous forces and surface tension forces are not taken into
consideration, leading to negligible viscous effects. The Bernoulli equation is commonly used in a
variety of practical applications, particularly in flows in which the losses are negligibly small, for
example, in hydraulic systems. The following is the general Bernoulli equation per unit mass for
inviscid fluids between any two points:

u2
1

2g
+ p1

ρg
+ z1 = u2

2

2g
+ p2

ρg
+ z2 = H (1.67)

Here, each term has a dimension of a length or head scale. In this regard, u2/2g (kinetic energy per
unit mass) is referred to as the velocity head , p/ρg (pressure energy per unit mass) as the pressure
head , z (potential energy per unit mass) as the potential head (constant total head), and H (total
energy per unit mass) as the total head in meters. Subscripts 1 and 2 denote where the variables
are evaluated on the streamline.

The terms in Equation 1.67 represent energy per unit mass and have the unit of length. Bernoulli’s
equation can be obtained by dividing each term in Equation 1.65 by g. These terms, both individually
and collectively, indicate the quantities that may be directly converted to produce mechanical energy.

In summary, if we compare Equation 1.67 with the general energy equation, we see that the
Bernoulli equation contains even more restrictions than might first be realized, due to the following
main assumptions:

• steady flow (common assumption applicable to many flows);
• incompressible flow (acceptable if the Mach number is less than 0.3);
• frictionless flow along a single streamline (highly restrictive);
• no external shaft work or heat transfer occurs between 1 and 2.

Navier–Stokes Equations

The Navier–Stokes equations are the differential expressions of Newton’s second law of motion,
and are known as constitutive equations for viscous fluids. These equations were named after
C.L.M.H. Navier and Sir G.G. Stokes, who are credited with their derivation.

For viscous fluids, two force aspects, namely, a body force and a pressure force on their surface,
are taken into consideration. The solution of these equations is dependent upon what flow infor-
mation is known. The solutions evolving now for such problems have become extremely useful.
Recently numerical software packages have been developed in the field of fluid flow for many
engineering applications.

Exact solutions to the nonlinear Navier–Stokes equations are limited to a few cases, particularly
for steady, uniform flows (either two-dimensional or with radial symmetry) or for flows with simple
geometries. However, approximate solutions may be undertaken for other one-dimensional simple
flow cases which require only the momentum and continuity equations in the flow direction for
the solution of the flow field. Here, we present a few cases: uniform flow between parallel plates,
uniform free surface flow down a plate, and uniform flow in a circular tube.

Uniform Flow between Parallel Plates Consider a two-dimensional uniform, steady flow between
parallel plates, which extend infinitely in the z direction, as shown in Figure 1.10. We also consider
the plates to be oriented at an angle θ to the horizontal plane, which results in a body force
per unit mass as the gravitational term g sin θ . Therefore, the pressure gradient is specified as
(∂p/∂y) = constant = P ∗. After making necessary simplifications and integrating, we find the total
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Figure 1.10 Uniform flow between two stationary parallel plates

flow rate per unit width and the velocity profile as follows:

qf = h3

12µ
(−P ∗ + ρg sin θ) (1.68)

u = 1

2µ
(−P ∗ + ρg sin θ)(hy − y2) (1.69)

If the plates are horizontally located (i.e., sin θ = 0), the above equations reduce to

qf = −P ∗h3

12µ
(1.70)

u = −P ∗

2µ
(hy − y2) (1.71)

Uniform Free Surface Flow Down a Plate This case is, by nature, similar to the previous case,
except that the upper plate has been removed, as shown in Figure 1.11. The boundary condition at
the lower boundary is the same no-slip boundary condition as before, so that the velocity is zero.
However, the boundary condition at the free surface can no longer be specified as no-slip. The total
flow rate per unit width becomes

qf = ρgd3 sin θ

3µ
(1.72)

while the flow velocity is

u = ρg sin θ

µ
(yd − y2/2) (1.73)

u(y )

d

x

y

g

q

Figure 1.11 Uniform flow down a plate
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Figure 1.12 Uniform flow in a pipe

Furthermore, the average velocity can be obtained by dividing the discharge by the flow area or
depth as follows:

V = ρgd2 sin θ

3µ
(1.74)

Uniform Flow in a Circular Tube This case concerns uniform fluid flow in a pipe of radius R,
as shown in Figure 1.12, which is the most common example in practical applications associated
with pipe flows. Despite having the flow field as three-dimensional, the assumption of radial sym-
metry makes the problem two-dimensional. Therefore, the parabolic velocity distribution with the
maximum velocity at the center of the pipe can be found as follows:

vz = (R2 − r2)

4µ
(−P ∗ + ρg sin θ) (1.75)

which is known as the Hagen-Poiseuille equation. The total volumetric flow rate can be calculated
if the pressure gradient along with other flow conditions is specified and vice versa, as follows:

Q = πR4

8µ
(−P ∗ + ρg sin θ) (1.76)

If the pipe is horizontally located (i.e., sin θ = 0), the above equations result in

vz = (R2 − r2)

4µ
(1.77)

Q = πR4

8µ
(1.78)

1.5.4 Boundary Layer

If there is an equivalence between fluid and surface velocities at the interface between a fluid and
a surface, it is called a “no-slip” condition, which is entirely associated with viscous effects, as
mentioned earlier. In practice, any real fluid flow shows a region of retarded flow near a boundary
in which the velocity relative to the boundary varies from zero at the boundary to a value that may
be estimated by the potential-flow solution some distance away. This region of retarded flow is
known as the boundary layer , which was first introduced by Prandtl in 1904. His hypothesis of a
boundary layer was arrived at by experimental observations of the flow past solid surfaces.

Of course, the boundary layer can be taken as that region of the fluid that is close to the surface
immersed in the flowing fluid, and the boundary layer development takes place in both internal
and external flows. In internal flows, it occurs until the entire fluid is encompassed, such as in pipe
flow and open-channel flow. Boundary layer development is important for external flows, which
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Figure 1.13 Development of boundary layer in a viscous flow along a plate

exhibit a continued growth due to the absence of a confining boundary, such as a flow along a flat
plate. It is, therefore, important to assume that the velocity at some distance from the boundary is
unaffected by the presence of the boundary, referring to the free-stream velocity us .

We now consider a uniform flow of incompressible fluid at a free-stream velocity approaching
the plate, as shown in Figure 1.13. Since the plate is stationary with respect to the earth, when the
fluid is in contact with the plate surface, it has zero velocity (i.e., the “no-slip” condition). Later,
the boundary layer thickens in the direction of flow, and a velocity gradient at a distance δ over an
increasingly greater distance normal to the plate takes place between the fluid in the free stream
and the plate surface. The rate of change of velocity determines the velocity gradient at the surface
as well as the shear stresses. The shear stress for the laminar boundary layer becomes

τ = µ

(
du

dy

)
y=0

(1.79)

which varies with distance along the plate by the change in velocity. Further along the plate, the
shear force is gradually increased, as the laminar boundary layer thickens, because of the increasing
plate surface area affected, and the fluid becomes retarded, so that a turbulent boundary layer occurs
as instabilities set in. Thus, the shear stress for the turbulent flow can be approximated as

τ = (µ + ε)

(
du

dy

)
y=0

(1.80)

Experimental studies indicate that there are two boundary layer flow regimes; a laminar flow
regime and a turbulent flow regime, which can be characterized by the Reynolds number, as pointed
out earlier. The transition from a laminar to a turbulent boundary layer is dependent mainly upon
the following:

• Re = usxc/ν;
• the roughness of the plate; and
• the turbulence level in the free stream.

There are various boundary-layer parameters to be considered, such as boundary-layer thickness,
the local wall shear stress (or local friction or drag coefficient), and the average wall shear stress
(or average friction or drag coefficient). The boundary-layer thickness may be expressed in several
ways. The simplest approach is that the velocity u within the boundary layer approaches the free-
stream velocity us . From experimental measurements, it was observed that the boundary-layer
thickness δ can be defined as the distance from the boundary to the point at which u = 0.99us .
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Table 1.6 gives the values of the boundary-layer thicknesses for laminar flow along a flat plate
as a function of dimensionless coordinates η = y(us/νx). These values are of practical interest in
momentum analysis of fluid flow.

The momentum equations for velocity profiles can be summarized with respect to the momentum
thickness, the average skin-drag coefficient, and the displacement thickness (see Table 1.7 for a flat
plate). As can be pointed out from the table, the laminar boundary-layer thickness increases with
x1/2 from the leading edge and inversely with u

1/2
s , the local and average skin-drag coefficients

change inversely with x1/2 and u
1/2
s , and the total drag force, F = Cf ρ u2

s x/2 per unit width,
changes as the 1.5 power of us and the square root of the length x. Normally, fluid flow along a
flat plate is laminar for Reynolds number values up to about 300,000–500,000, depending on the
plate roughness and the level of turbulence in the free stream, as mentioned earlier.

Table 1.8 presents additional momentum equations for a boundary turbulent layer along a flat
plate, including additional pipe flow velocity profiles, and summarizes the following for a turbulent
boundary layer on a flat plate:

• The boundary-layer thickness increases as the 4/5 power of the distance from the leading edge,
as compared with x1/2 for a laminar boundary layer.

• The local and average skin-friction coefficients vary inversely as the fifth root of both x and us ,
as compared with the square root for a laminar boundary layer.

• The total drag varies as u
9/5
s , and x4/5, as compared with values of corresponding parameters for

a laminar boundary layer.

Table 1.6 Values of laminar boundary-layer thicknesses for laminar flow over a flat plate

η 0.0 0.6 1.2 1.8 2.4 3.0 3.6 4.2 4.8 5.4 6.0
δ 0.000 0.200 0.394 0.575 0.729 0.846 0.924 0.967 0.988 0.996 0.999

Source: Olson and Wright (1991).

Table 1.7 Momentum equations for laminar boundary layer

Velocity profile δ/x Cf δ∗/x

u/us = y/δ 3.46/Re1/2
x 1.156/Re1/2

x 1.73/Re1/2
x

u/us = 2(y/δ) − (y/δ)2 5.48/Re1/2
x 1.462/Re1/2

x 1.83/Re1/2
x

u/us = 1.5(y/δ) − 0.5(y/δ)3 4.64/Re1/2
x 1.292/Re1/2

x 1.74/Re1/2
x

u/us = sin πy/2δ 4.80/Re1/2
x 1.310/Re1/2

x 1.74/Re1/2
x

Blasius exact solution 4.91/Re1/2
x 1.328/Re1/2

x 1.73/Re1/2
x

Source: Olson and Wright (1991).

Table 1.8 Momentum equations for a turbulent boundary layer for flat plate flow and for pipe flow

ReD F u/us V/us Cf Rex

<105 0.316/Re1/4
D (y/R)1/7 49/60 0.074/Re1/5

x 5 × 105 − 107

104 − 106 0.180/Re1/5
D (y/R)1/8 128/153 0.045/Re1/6

x 1.8 × 105 − 4.5 × 107

105 − 107 0.117/Re1/6
D (y/R)1/10 200/231 0.0305/Re1/7

x 2.9 × 106 − 5 × 108

Source: Olson and Wright (1991).
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Initially, as the boundary layer develops, it will be laminar in form. The boundary layer will
become turbulent, based on the ratio of inertial and viscous forces acting on the fluid, referring to
the value of the Reynolds number. For example, in pipe flow, for the values of Re < 2300 the
flow is laminar. If the Reynolds number increases, the flow becomes turbulent. Compared to flow
along a flat plate, the major difference in pipe flow is that there is a limit to the growth of the
boundary-layer thickness because of the pipe radius.

Many empirical pipe flow equations have been developed, particularly for water. The velocity
V and volumetric flow rate V̇ equations of Hazen–Williams are the most widely used, and are
as follows:

V = 0.850CR0.63
h S0.54 (1.81)

V̇ = 0.850CR0.63
h S0.54A (1.82)

where Rh is the hydraulic radius of the pipe, P is wetted perimeter (A/P , for example, Rh = D/4
for a round pipe), S is the slope of the total head line, hf /L, A is the pipe cross-sectional area,
and C is the roughness coefficient. The coefficient C takes different values for the pipes, for
example, C = 140 for very badly corroded iron or steel pipes.

1.6 General Aspects of Heat Transfer
Thermal processes involving the transfer of heat from one point to another are often encountered
in industries. The heating and cooling of gases, liquids, and solids, the evaporation of water, and
the removal of heat liberated by chemical reaction are common examples of processes that involve
heat transfer. Engineers, scientists, technologists, researchers, and others need to understand the
physical phenomena and practical aspects of heat transfer, and have a good knowledge of the basic
laws, governing equations, and related boundary conditions.

In order to transfer heat, there must be a driving force, which is the temperature difference
between the locations where heat is taken and where the heat originates. For example, consider
that a long slab of food product is subjected to heating on the left side; the heat flows from the
left side to the right side, which is colder. Heat tends to flow from a point of high temperature to
a point of low temperature, owing to the temperature difference driving force.

Many of the generalized relationships used in heat transfer calculations have been determined by
means of dimensional analysis and empirical considerations. It has been found that certain standard
dimensionless groups repeatedly appear in the final equations. It is necessary for people working
in heat transfer to recognize the more important of these groups. Some of the most commonly used
dimensionless groups that appear frequently in the heat transfer literature are given in Table 1.9.

Table 1.9 Some of the most important heat transfer dimensionless parameters

Name Symbol Definition Application

Biot number Bi hY/k Steady- and unsteady-state conduction
Fourier number Fo at/Y 2 Unsteady-state conduction
Graetz number Gz GY2cp/k Laminar convection
Grashof number Gr Gβ�TY3/ν2 Natural convection
Rayleigh number Ra Gr × Pr Natural convection
Nusselt number Nu hY/kf Natural or forced convection, boiling, or condensation
Peclet number Pe UY/a = Re × Pr Forced convection (for small Pr)
Prandtl number Pr cpµ/k = ν/a Natural or forced convection, boiling, or condensation
Reynolds number Re UY/ν Forced convection
Stanton number St h/ρUcp = Nu/Re Pr Forced convection
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Figure 1.14 Representations of heat transfer modes: (a) conduction through a solid, (b) convection from a
surface to a moving fluid, (c) radiation between two surfaces

In the utilization of these groups, care must be taken to use equivalent units so that all the
dimensions cancel out. Any system of units may be used in a dimensionless group as long as all
units cancel in the final result.

Basically, heat is transferred in three ways: conduction, convection, and radiation (the so-called
modes of heat transfer). In many cases, heat transfer takes place by all three of these methods
simultaneously. Figure 1.14 shows the different types of heat transfer processes as modes. When a
temperature gradient exists in a stationary medium, which may be a solid or a fluid, the heat transfer
occurring across the medium is by conduction, the heat transfer occurring between a surface and
a moving fluid at different temperatures is by convection, and the heat transfer occurring between
two surfaces at different temperatures, in the absence of an intervening medium (or presence of a
non-obscuring medium), is by radiation, where all surfaces of finite temperature emit energy in the
form of electromagnetic waves.

1.6.1 Conduction Heat Transfer

Conduction is a mode of transfer of heat from one part of a material to another part of the
same material, or from one material to another in physical contact with it, without appreciable
displacement of the molecules forming the substance. For example, the heat transfer in a solid
object subject to cooling in a medium is by conduction. In solid objects, the conduction of heat
is partly due to the impact of adjacent molecules vibrating about their mean positions and partly
due to internal radiation. When the solid object is a metal, there are also large numbers of mobile
electrons that can easily move through the matter, passing from one atom to another, and they
contribute to the redistribution of energy in the metal object. The contribution of the mobile
electrons predominates in metals, which explains the relation that is observed between the thermal
and electrical conductivities of such materials.

Fourier’s Law of Heat Conduction

Fourier’s law states that the instantaneous rate of heat flow through a homogeneous solid object
is directly proportional to the cross-sectional area A (i.e., the area at right angles to the direction
of heat flow) and to the temperature difference driving force across the object with respect to the
length of the path of the heat flow, dT/dx. This is an empirical law based on observation.

Figure 1.15 presents an illustration of Fourier’s law of heat conduction. Here, a thin slab object
of thickness dx and surface area F has one face at a temperature T and the other at a lower
temperature (T − dT ). Heat flows from the high-temperature side to the low-temperature side,
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Figure 1.15 Conduction in a slab (a) and in a thin slice of the slab (b)

with a temperature change dT in the direction of the heat flow. Therefore, under Fourier’s law we
obtain the heat transfer as

Q = −kA
dT

dx
(1.83)

Here, we have a term thermal conductivity , k, of the object, which can be defined as the heat
flow per unit area per unit time when the temperature decreases by one degree over a unit distance.
The SI units of thermal conductivity are usually W/m ◦C or W/m K.

Integrating Equation 1.83 from T1 to T2 for dT and 0 to L for dx yields

Q = −k
A

L
(T2 − T1) = k

A

L
(T1 − T2) (1.84)

Equation 1.84 can be solved when the variation of thermal conductivity with temperature is
known. For most solids, thermal conductivity values are approximately constant over a broad range
of temperatures, and can be taken as constants.

1.6.2 Convection Heat Transfer

Convection is the heat transfer mode that occurs within a fluid by mixing one portion of the fluid
with another. Convection heat transfer may be classified according to the nature of the flow. When
the flow is caused by some mechanical or external means such as a fan, a pump, or atmospheric
wind, it is called forced convection . On the other hand, for natural (free) convection the flow is
induced by buoyancy forces in the fluid that arise from density variations caused by temperature
variations in the fluid. For example, when a hot object is exposed to the atmosphere, natural
convection occurs, whereas in a cold place with a fan-driven air flow, forced-convection heat
transfer takes place between air flow and the object subject to this flow. The transfer of heat
through solid objects is by conduction alone, whereas the heat transfer from a solid surface to
a liquid or gas takes place partly by conduction and partly by convection. Whenever there is an
appreciable movement of the gas or liquid, the heat transfer by conduction in the gas or liquid
becomes negligibly small compared with the heat transfer by convection. However, there is always
a thin boundary layer of fluid on a surface, and through this thin film the heat is transferred by
conduction. The convection heat transfer occurring within a fluid is due to the combined effects of
conduction and bulk fluid motion. In general, the heat that is transferred is the sensible or internal
thermal heat of the fluid. However, there are convection processes for which there is also latent
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heat exchange, which is generally associated with a phase change between the liquid and vapor
states of the fluid.

Newton’s Law of Cooling

Newton’s law of cooling states that the heat transfer from a solid surface to a fluid is proportional to
the difference between the surface and fluid temperatures, and the surface area. This is a particular
type of convection heat transfer, and is expressed as

Q = hA(Ts − Tf ) (1.85)

where h is referred to as the convection heat transfer coefficient (the heat transfer coefficient , the
film coefficient , or the film conductance). It encompasses all effects that influence the convection
mode and depends on conditions in the boundary layer, which is affected by factors such as surface
geometry, the nature of the fluid motion, and thermal and physical properties (Figure 1.16).

In Equation 1.85, a radiation term is not included. The calculation of radiation heat transfer
is discussed later. In many heat transfer problems, the radiation effect on the total heat transfer
is negligible compared with the heat transferred by conduction and convection from a surface to
a fluid. When the surface temperature is high, or when the surface loses little heat by natural
convection, then the heat transfer due to radiation is often of a similar magnitude to that lost
by convection.

To better understand Newton’s law of cooling, consider the heat transfer from a high-temperature
fluid A to a low-temperature fluid B through a wall of thickness x (Figure 1.16). In fluid A, the
temperature decreases rapidly from TA to Ts1 in the region of the wall, and similarly in fluid B from
Ts2 to TB . In most cases, the fluid temperature is approximately constant throughout its bulk, apart
from a thin film (�A or �B ) of fluid near each solid surface. The heat transfer per unit surface
area from fluid A to the wall and that from the wall to fluid B can be expressed as

q = hA(TA − Ts1) (1.86)

q = hB(Ts2 − TB) (1.87)

Also, the heat transfer in thin films is by conduction only, as given below:

q = kA

�A

(TA − Ts1) (1.88)

q = hB

�B

(Ts2 − TB) (1.89)
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DA

Figure 1.16 A wall subject to convection heat transfer on both sides
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Equating Equations 1.86–1.89, the convection heat transfer coefficients can be found to be
hA = kA/�A, and hB = kB/�B . Thus, the heat transfer in the wall per unit surface area becomes

q = k

L
(Ts1 − Ts2) (1.90)

For the case of steady-state heat transfer, Equation 1.86 is equal to Equation 1.87, and hence to
Equation 1.90:

q = hA(TA − Ts1) = hB(Ts2 − TB) = k

L
(Ts1 − Ts2) (1.91)

which yields

q = (TA − TB)

(1/hA + L/k + 1/hB)
(1.92)

An analogy can be made with Equation 1.85, allowing Equation 1.92 to become

Q = HA(TA − TB) (1.93)

where 1/H = (1/hA + L/k + 1/hB). H is the overall heat transfer coefficient and includes various
heat transfer coefficients.

1.6.3 Radiation Heat Transfer

An object emits radiant energy in all directions unless its temperature is absolute zero. If this energy
strikes a receiver, part of it may be absorbed, part may be transmitted, and part may be reflected.
Heat transfer from a hot to a cold object in this manner is known as radiation heat transfer . The
higher the temperature, the greater is the amount of energy radiated. If, therefore, two objects at
different temperatures are placed so that the radiation from each object is intercepted by the other,
then the body at the lower temperature will receive more energy than it radiates, and thereby its
internal energy will increase; in conjunction with this, the internal energy of the object at the
higher temperature will decrease. Radiation heat transfer frequently occurs between solid surfaces,
although radiation from gases also takes place. Certain gases emit and absorb radiation at certain
wavelengths only, whereas most solids radiate over a wide range of wavelengths. The radiative
properties of many gases and solids may be found in heat transfer books.

Radiation striking an object can be absorbed by the object, reflected from the object, or trans-
mitted through the object. The fractions of the radiation absorbed, reflected, and transmitted are
called the absorptivity a, the reflectivity r , and the transmissivity t , respectively. By definition,
a + r + t = 1. For many solids and liquids in practical applications, the transmitted radiation is
negligible, and hence a + r = 1. A body that absorbs all radiation striking it is called a blackbody .
For a blackbody, a = 1 and r = 0.

The Stefan–Boltzman Law

This law was found experimentally by Stefan, and proved theoretically by Boltzmann. It states
that the emissive power of a blackbody is directly proportional to the fourth power of its absolute
temperature. The Stefan–Boltzmann law enables calculation of the amount of radiation emitted
in all directions and over all wavelengths simply from the knowledge of the temperature of the
blackbody. This law is expressible as follows:

Eb = σT 4
s (1.94)
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where σ denotes the Stefan–Boltzmann constant, which has a value of 5.669 × 10−8 W/m2 K4,
and Ts denotes the absolute temperature of the surface.

The energy emitted by a non-blackbody becomes

Enb = εσT 4
s (1.95)

Then, the heat transferred from an object’s surface to its surroundings per unit area is

q = εσ(T 4
s − T 4

a ) (1.96)

Note that if the emissivity of the object at Ts is much different from the emissivity of the object
at Ta , then this gray object approximation may not be sufficiently accurate. In this case, it is a good
approximation to take the absorptivity of object 1 when receiving radiation from a source at Ta as
being equal to the emissivity of object 1 when emitting radiation at Ta . This results in

q = εT sσT 4
s − εT aσT 4

a (1.97)

There are numerous applications for which it is convenient to express the net radiation heat
transfer (radiation heat exchange) in the following form:

Q = hrA(Ts − Ta) (1.98)

After combining Equations 1.97 and 1.98, the radiation heat transfer coefficient can be found
as follows:

hr = εσ(Ts + Ta)(T
2
s + T 2

a ) (1.99)

Here, the radiation heat transfer coefficient is seen to strongly depend on temperature, whereas the
temperature dependence of the convection heat transfer coefficient is generally weak.

The surface within the surroundings may also simultaneously transfer heat by convection to the
surroundings. The total rate of heat transfer from the surface is the sum of the convection and
radiation modes:

Qt = Qc + Qr = hcA(Ts − Ta) + εσA(T 4
s − T 4

a ) (1.100)

1.6.4 Thermal Resistance

There is a similarity between heat flow and electricity flow. While electrical resistance is associated
with the conduction of electricity, thermal resistance is associated with the conduction of heat. The
temperature difference providing heat conduction plays a role analogous to that of the potential
difference or voltage in the conduction of electricity. Below we give the thermal resistance for heat
conduction , based on Equation 1.84, and similarly the electrical resistance for electrical conduction
according to Ohm’s law:

Rt,cd ≡ (T1 − T2)

Qcd

= L

kA
(1.101)

Re ≡ (E1 − E2)

I
= L

σA
(1.102)

It is also possible to write the thermal resistance for convection , based on Equation 1.85,
as follows:

Rt,c ≡ (Ts − Tf )

Qc

= 1

hA
(1.103)

In a series of connected objects through which heat is transferred, the total thermal resistance
can be written in terms of the overall heat transfer coefficient. The heat transfer expression for a
composite wall is discussed next.
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Figure 1.17 A composite wall with many layers in series

1.6.5 The Composite Wall

In practice, there are many cases in the form of a composite wall, for example, the wall of a cold
storeroom. Consider that we have a general form of the composite wall as shown in Figure 1.17.
Such a system includes any number of series and parallel thermal resistances because of the exis-
tence of layers of different materials. The heat transfer rate is related to the temperature difference
and resistance associated with each element as follows:

Q = (TA − T1)

(1/h1A)
= (T1 − T2)

(L1/k1A)
= · · · = (Tn − TB)

(1/hnA)
(1.104)

Therefore, the one-dimensional heat transfer rate for this system can be written as

Q = (TA − TB)

	Rt

= �T

	Rt

(1.105)

where 	Rt = Rt,t = 1/HA. Therefore, the overall heat transfer coefficient becomes

H = 1

Rt,tA
= 1

(1/h1 + L1/k1 + · · · + 1/hn)
(1.106)

1.6.6 The Cylinder

A practical common object is a hollow cylinder, and a commonly encountered problem is the case
of heat transfer through a pipe or cylinder. Consider that we have a cylinder of internal radius
r1 and external radius r2, whose inner and outer surfaces are in contact with fluids at different
temperatures (Figure 1.18). In a steady-state form with no heat generation, the governing heat
conduction equation is written as

1

r

d

dr

(
kr

dT

dr

)
= 0 (1.107)

Based on Fourier’s law, the rate at which heat is transferred by conduction across the cylindrical
surface in the solid is expressed as

Q = −kA
dT

dr
= −k(2πrL)

dT

dr
(1.108)

where A = 2πrL is the area normal to the direction of heat transfer.
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Figure 1.18 A hollow cylinder

To determine the temperature distribution in the cylinder, it is necessary to solve Equation
1.107 under appropriate boundary conditions, by assuming that k is constant. By integrating
Equation 1.107 twice, the following heat transfer equation is obtained:

Q = k(2πL)(T1 − T2)

ln(r1/r2)
= (T1 − T2)

Rt

(1.109)

If we now consider a composite hollow cylinder, the heat transfer equation is found to be as
follows, where interfacial contact resistances are neglected:

Q = (T1 − Tn)

Rt,t

= HA(T1 − Tn) (1.110)

where Rt,t = (1/2πr1Lh1) + (ln(r2/r1)/2πk1L) + (ln(r3/r2)/2πk2L) + · · · (1/2πrnLhn).

1.6.7 The Sphere

The case of heat transfer through a sphere is not as common as the cylinder problem. Consider a
hollow sphere of internal radius r1 and external radius r2 (Figure 1.19). Also, consider the inside
and outside temperatures to be T1 and T2, respectively, and constant thermal conductivity with
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Figure 1.19 Heat conduction in a hollow sphere

no heat generation. We can express the heat conduction across the sphere wall in the form of
Fourier’s law:

Q = −kA
dT

dr
= −k(4πr2)

dT

dr
(1.111)

where A = 4πr2 is the area normal to the direction of heat transfer.
After integrating Equation 1.111, we obtain the following expression:

Q = k(4π)(T1 − T2)

(1/r2 − 1/r1)
= k(4πr1r2)(T1 − T2)

(r2 − r1)
= (T1 − T2)

Rt

(1.112)

If we now consider a composite hollow sphere, the heat transfer equation is determined to be as
follows, neglecting interfacial contact resistances:

Q = (T1 − Tn)

Rt,t

= HA(T1 − Tn) (1.113)

where Rt,t = (1/4πr2
1 h1) + (r2 − r1)/(4πr1r2k1) + (r3 − r2)/(4πr2r3k2) + · · · (1/4πr2

2 h2).

1.6.8 Conduction with Heat Generation

The Plane Wall

Consider a plane wall, as shown in Figure 1.20a, in which there is uniform heat generation per unit
volume. The heat conduction equation becomes

d2T

dx2
+ qh

k
= 0 (1.114)

By integrating Equation 1.114 with the prescribed boundary conditions, T (−L) = T1 and T (L) =
T2. The temperature distribution can be obtained as

T (x) =
(

qhL
2

2k

)(
1 − x2

L2

)
+
(

T2 − T1

2

)( x

L

)
+
(

T2 + T1

2

)
(1.115)

The heat flux at any point in the wall can be found, depending on x, by using Equation 1.115
with Fourier’s law.
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Figure 1.20 Heat conduction in a slab with uniform heat generation: (a) asymmetrical boundary conditions,
(b) symmetrical boundary conditions

If T1 = T2 ≡ Ts , the temperature distribution is symmetrical about the midplane (Figure 1.20b).
Then,

T (x) =
(

qhL
2

2k

) (
1 − x2

L2

)
+ Ts (1.116)

At the plane of symmetry dT/dx = 0, and the maximum temperature at the midplane is

T (0) ≡ Tm =
(

qhL
2

2k

)
+ Ts (1.117)

After combining Equations 1.116 and 1.117, we find the dimensionless temperature as follows:

(T (x) − Tm)

(Ts − Tm)
=
( x

L

)2
(1.118)

The Cylinder

Consider a long cylinder (Figure 1.18) with uniform heat generation. The heat conduction equation
can be rewritten as

1

r

d

dr

(
r
dT

dr

)
+ qh

k
= 0 (1.119)

By integrating Equation 1.119, with the boundary conditions, dT/dr = 0, for the centerline
(r = 0) and T (r1) = Ts , the temperature distribution can be obtained as

T (r) =
(

qhr
2
1

4k

) (
1 − r2

2

r2
1

)
+ Ts (1.120)

After combining terms, the dimensionless temperature equation results:

(T (r) − Tm)

(Ts − Tm)
= 1 −

(
r2

r1

)2

(1.121)

The approach mentioned previously can also be used for obtaining the temperature distributions in
solid spheres and spherical shells for a wide range of boundary conditions.
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1.6.9 Natural Convection

Heat transfer by natural (or free) convection involving motion in a fluid is due to differences
in density and the action of gravity, which causes a natural circulation flow and leads to heat
transfer. For many problems involving fluid flow across a surface, the superimposed effect of
natural convection is negligibly small. The heat transfer coefficients for natural convection are
generally much lower than that for forced convection. When there is no forced velocity of the
fluid, heat is transferred entirely by natural convection (when there is negligible radiation). For
some practical cases, it is necessary to consider the radiative effect on the total heat loss or
gain. Radiation heat transfer may be of the same order of magnitude as natural convection in
some circumstances even at room temperatures. Hence, wall temperatures in a room can affect the
comfort of occupants.

It is pointed out that in many systems involving multimode heat transfer effects, natural con-
vection provides the largest resistance to heat transfer, and therefore plays an important role in the
design or performance of the system. Moreover, when it is desirable to minimize the heat transfer
rates or to minimize operating costs, natural convection is often preferred to forced convection.

Natural convection is of significance in a wide variety of heating, cooling, and air-conditioning
equipments. Natural convection heat transfer is influenced mainly by the gravitational force from
thermal expansion, viscous drag, and thermal diffusion. For this reason, the gravitational acceler-
ation, the coefficient of performance, the kinematic viscosity, and the thermal diffusivity directly
affect natural convection. As shown in Table 1.8, these parameters depend on the fluid properties,
the temperature difference between the surface and the fluid, and the characteristic length of the
surface, which are involved in the Nusselt, Grashof, and Prandtl equations.

The natural convection boundary layers are not restricted to laminar flow. In many cases, there
is a transition from laminar to turbulent flow. This is schematically shown in Figure 1.21 for a
heated vertical plate.

Transition in a natural convection boundary layer is dependent on the relative magnitude of the
buoyancy and viscous forces in the fluid. It is customary to correlate its occurrence in terms of the
Rayleigh number. For example, for vertical plates the critical Rayleigh number is Ra ≈ 109. As
in forced convection, transition to turbulence has a strong effect on the heat transfer. Numerous
natural convection heat transfer correlations for several plates, pipes, wires, cylinder, and so
on, along with a list of heat transfer coefficients, which were compiled from the literature, are
given in Table 1.10. To calculate the natural convection heat transfer coefficient, one evaluates
the Rayleigh number to determine whether the boundary layer is laminar or turbulent, and then
applies the appropriate equation from this table.

Laminar

Fluid flow
Ta < Ts

Ts

Transition

x

y

Turbulent

Figure 1.21 Natural convection on a vertical plate
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Table 1.10 Natural convection heat transfer equations and correlations

Equation or correlation

• General equations

Nu = hY/kf = cRan and Ra = Gr Pr = gβ(Ts − Ta)Y
3/νa

where n is 1/4 for laminar flow and 1/3 for turbulent flow. Y denotes the height for vertical plates or pipes,
diameter for horizontal pipes, and radius for spheres. Tf m ≡ (Ts + Ta)/2.

• Correlations for vertical plates (or inclined plates, inclined up to 60 ◦)

Nu = [0.825 + 0.387Ra1/6/(1 + (0.492/Pr)9/16)4/9]2 for an entire range of Ra
Nu = 0.68 + 0.67Ra1/4/(1 + (0.492/Pr)9/16)4/9 for 0 < Ra < 109

• Correlations for horizontal plates (Y ≡ As/P )

For upper surface of heated plate or lower surface of cooled plate:
Nu = 0.54Ra1/4 for 104 ≤ Ra ≤ 107

Nu = 0.15Ra1/3 for 107 ≤ Ra ≤ 1011

For lower surface of heated plate or upper surface of cooled plate:
Nu = 0.27Ra1/4 for 105 ≤ Ra ≤ 1010

• Correlations for horizontal cylinders

Nu = hD/k = cRan

where
c = 0.675 and n = 0.058 for 10−10 < Ra < 10−2

c = 1.020 and n = 0.148 for 10−2 < Ra < 102

c = 0.850 and n = 0.188 for 102 < Ra < 104

c = 0.480 and n = 0.250 for 104 < Ra < 107

c = 0.125 and n = 0.333 for 107 < Ra < 1012

Nu = [0.60 + 0.387Ra1/6/(1 + (0.559/Pr)9/16)8/27]2 for an entire range of Ra

• Correlations for spheres

Nu = 2 + 0.589Ra1/4/(1 + (0.469/Pr)9/16)4/9 for Pr ≥ 0.7 and Ra ≤ 1011

• Heat transfer correlations

Gr Pr = 1.6 × 106Y 3(�T )

with Y in m; �T in ◦C.
h = 0.29(�T/Y)1/4 for vertical small plates in laminar range
h = 0.19(�T )1/3 for vertical large plates in turbulent range
h = 0.27(�T/Y)1/4 for horizontal small plates in laminar range (facing upward when heated or downward

when cooled)
h = 0.22(�T )1/3 for vertical large plates in turbulent range (facing downward when heated or upward when

cooled)
h = 0.27(�T/Y)1/4 for small cylinders in laminar range
h = 0.18(�T )1/3 for large cylinders in turbulent range

Source: Dincer, 1997.

1.6.10 Forced Convection

The study of forced convection is concerned with the heat transfer occurring between a forced
moving fluid and a solid surface. To apply Newton’s law of cooling as given in Equation 1.85,
it is necessary to determine the heat transfer coefficient. For this purpose, the Nusselt–Reynolds
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Table 1.11 Forced-convection heat transfer equations and correlations

Equation or correlation

• Correlations for flat plate in external flow

Nu = 0.332Re1/2Pr1/3 for Pr ≥ 0.6 for laminar; local; Tf m

Nu = 0.664Re1/2Pr1/3 for Pr ≥ 0.6 for laminar; average; Tf m

Nu = 0.565Re1/2Pr1/2 for Pr ≤ 0.05 for laminar; local; Tf m

Nu = 0.0296Re4/5Pr1/3 for 0.6 ≤ Pr ≤ 60 for turbulent; local; Tf m, Re ≤ 108

Nu = (0.037Re4/5 − 871)Pr1/3 for 0.6 < Pr < 60 for mixed flow; average; Tf m, Re ≤ 108

• Correlations for circular cylinders in cross-flow

Nu = cRenPr1/3 for Pr ≥ 0.7 for average; Tf m; 0.4 < Re < 4 × 106

where
c = 0.989 and n = 0.330 for 0.4 < Re < 4
c = 0.911 and n = 0.385 for 4 < Re < 40
c = 0.683 and n = 0.466 for 40 < Re < 4,000
c = 0.193 and n = 0.618 for 4,000 < Re < 40,000
c = 0.027 and n = 0.805 for 40,000 < Re < 400,000
Nu = cRenPrs (Pra/Prs )1/4 for 0.7 < Pr < 500 for average; Ta ; 1 < Re < 106

where
c = 0.750 and n = 0.4 for 1 < Re < 40
c = 0.510 and n = 0.5 for 40 < Re < 1,000
c = 0.260 and n = 0.6 for 103 < Re < 2 × 105

c = 0.076 and n = 0.7 for 2 × 105 < Re < 106

s = 0.37 for Pr ≤ 10
s = 0.36 for Pr > 10
Nu = 0.3 + [(0.62Re1/2Pr1/3)/(1 + (0.4/Pr)2/3)1/4][1 + (Re/28,200)5/8]4/5 for RePr > 0.2 for average; Tf m

• Correlations for spheres in cross-flow

Nu/Pr1/3 = 0.37Re0.6/Pr1/3 for average; Tf m; 17 < Re < 70,000
Nu = 2 + (0.4Re1/2 + 0.06Re2/3)Pr0.4(µa/µs)

1/4 for 0.71 < Pr < 380
for average; Ta ; 3.5 < Re < 7.6 × 104; 1 < (µa/µs) < 3.2

• Correlation for falling drop

Nu = 2 + 0.6Re1/2Pr1/3[25(x/D)−0.7] for average; Ta

Source: Dincer, 1997.

correlations may be used. The definitions of the Nusselt and Reynolds numbers have been given in
Table 1.9. Forced air and water coolers, forced air and water evaporators and condensers, and heat
exchangers are examples of equipments commonly involved in forced convection heat transfer.

The various kinds of forced convection, such as flow in a tube, flow across a tube, and flow
across a flat plate, may be solved mathematically when certain assumptions are made with regard
to the boundary conditions. It is extremely difficult to obtain exact solutions to such problems,
especially in the event of turbulent flow, but approximate solutions can sometimes be obtained
using appropriate assumptions.

The essential first step in the solution of a convection heat transfer problem is to determine
whether the boundary layer is laminar or turbulent . These conditions affect the convection heat
transfer coefficient and hence the convection heat transfer rates.

The conditions of laminar and turbulent flows on a flat plate are shown in Figure 1.13. In the
laminar boundary layer, fluid motion is highly ordered and it is possible to identify streamlines
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along which particles move. Fluid motion in the turbulent boundary layer, on the other hand, is
highly irregular, and is characterized by velocity fluctuations that begin to develop in the transition
region (after this, the boundary layer becomes completely turbulent). These fluctuations enhance the
transfer of momentum, heat, and species, and hence increase surface friction as well as convection
transfer rates. In the laminar sublayer, which is nearly linear, transport is dominated by diffusion
and the velocity profile. There is an adjoining buffer layer in which diffusion and turbulent mixing
are comparable. In the turbulent region, transport is dominated by turbulent mixing.

The critical Reynolds number is the value of Re for which transition begins, and for external
flow it is known to vary from 105 to 3 × 106, depending on the surface roughness, the turbulence
level of the free stream, and the nature of the pressure variation along the surface. A representative
value of Re is generally assumed for boundary layer calculations:

Rec = ρUaXc

µ
= UaXc

υ
= 5 × 105 (1.122)

For smooth circular tubes, when the Reynolds number is less than 2100, the flow is laminar, and
when it is greater than 10,000, the flow is turbulent. The range between these values represents the
transition region.

We give a list of various forced-convection heat transfer correlations (the Nusselt–Reynolds cor-
relations), direct convection heat transfer coefficient equations, along with the relevant parameters
and remarks, which are compiled from literature in Table 1.11. In many of these equations, the film
temperature is used, and is defined as Tfm = (Ts + Ta)/2.

1.7 Concluding Remarks
In this chapter, a summary is presented of general introductory aspects of thermodynamics, fluid
flow, and heat transfer, and related fundamental definitions and physical quantities, to provide
a sufficient thermal sciences background for understanding thermal energy storage systems and
applications, and their operations. The background provided here is also useful in the energy,
exergy, and other analyses presented subsequently.

Nomenclature

a acceleration, m/s2; thermal diffusivity, m2/s; absorptivity
A cross-sectional area, m2; surface area, m2

Bi Biot number
c mass fraction; constant in Tables 1.10 and 1.11
cp specific heat at constant pressure, kJ/kg K
cv specific heat at constant volume, kJ/kg K
Cf average skin-friction coefficient
d diameter, m; depth normal to flow, m
D diameter, m
E energy, J or kJ; electric potential, V; constant
Ė energy rate, W or kW
F force; drag force, N
Fo Fourier number
g acceleration due to gravity (= 9.81 m/s2)
G mass flow velocity, kg/s m2

Gz Graetz number
Gr Grashof number
h specific enthalpy, kJ/kg; heat transfer coefficient, W/m2 ◦C; head, m
H enthalpy, kJ; overall heat transfer coefficient, W/m2 ◦C; head, m
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I electric current, A
k thermal conductivity, W/m ◦C
K adiabatic modulus
KE kinetic energy, J or kJ
L thickness, m
m mass, kg; constant
ṁ mass flow rate, kg/s
M molecular weight, kg/kmol
n mole number, kmol; constant exponent in Tables 1.9 and 1.10
Nu Nusselt number
P perimeter, m; pressure, Pa or kPa
P ∗ constant-pressure gradient, Pa or kPa
Pe Peclet number
PE potential energy, J or kJ
Pr Prandtl number
q heat rate per unit area, W/m2; flow rate per unit width or depth
qh heat generation rate per unit volume, W/m3

Q heat transfer, J or kJ
Q̇ heat transfer rate, W or kW
r reflectivity; radial coordinate; radial distance, m
R gas constant, kJ/kg K; radius, m
R universal gas constant, kJ/kg K
Rt thermal resistance, ◦C/W
Ra Rayleigh number
Re Reynolds number
s specific entropy, kJ/kg; streamline direction; distance, m; constant exponent in

Tables 1.10 and 1.11
S entropy, kJ/K
St Stanton number
t time, s; transmissivity
T temperature, ◦C or K
Ts absolute temperature of object surface, K
u specific internal energy, kJ/kg; velocity in x direction, m/s; variable velocity, m/s
U internal energy, kJ; flow velocity, m/s
x quality, kg/kg; cartesian coordinate; variable
X length for plate, m
v specific volume, m3/kg; velocity in y direction, m/s
v molal specific volume, kmol/kg
V volume, m3; velocity, m/s
Vx velocity in x direction, m/s
Vr velocity in radial direction, m/s
Vy velocity in y direction, m/s
Vz velocity in z direction, m/s
Vθ tangential velocity, m/s
V̇ volumetric flow rate, m3/s
w velocity in z direction, m/s
y mole fraction; cartesian coordinate, variable; coordinate normal to flow
Y characteristic dimension (length), m
z cartesian coordinate, variable
Z compressibility factor (Equation 1.24); elevation, m
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Greek Letters

φ temperature difference, ◦C or K
θ angle
β volumetric coefficient of thermal expansion, 1/K
δ increment; difference
µ dynamic viscosity, kg/ms; root of the characteristic equation
ρ density, kg/m3

ν kinematic viscosity, m2/s
� thickness of the stagnant film of fluid on the surface, m
�T temperature difference, K; overall temperature difference, ◦C or K
σ Stefan–Boltzmann constant, W/m2 K4; electrical conductivity, 1/ohm
ε surface emissivity, eddy viscosity
τ shear stress, N/m2

	 summation
π number (= 3.14159)

Subscripts and Superscripts

a air; medium; surroundings
av average
A fluid A
b black
B fluid B
c convection, critical
cd conduction
cs control surface
cv control volume
D diameter
e electrical; end; exit
f fluid; final; flow; force; friction
fm film condition
h heat generation
H high temperature
hs heat storage
i component; input
ie internal energy
liq liquid
l liquid
L low temperature
m midplane for plane wall; centerline for cylinder
mix mixture
n nth value
nb nonblack
p previous
r radiation
s surface; near surface; saturation; free stream; in direction parallel to streamline
t total; thermal
tot total
x x direction
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v vapor
vap vapor
y y direction
z z direction
0 surroundings; ambient; environment; reference
1 first value; 1st state; initial
1, 2, 3 points
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Study Questions/Problems

Introduction, Thermodynamic Properties

1.1 Why are SI units most widely used throughout the world?

1.2 What is the difference between mass and weight?

1.3 What is specific heat? Define two commonly used specific heats. Is specific heat a function of
temperature?

1.4 Explain the operating principle of thermocouples. List some typical applications for different types
of thermocouples. What is the main advantage of thermocouples over other temperature sensors?

1.5 Consider the flow of a refrigerant vapor through a compressor, which is operating at steady-state
conditions. Do mass flow rate and volume flow rate of the refrigerant across the compressor remain
constant?

1.6 Consider a refrigeration system consisting of a compressor, an evaporator, a condenser, and an
expansion valve. Is it best to evaluate each component as a closed system or as a control volume,
and as a steady-flow system or unsteady-flow system? Explain.

1.7 What is the difference between an adiabatic system and an isolated system?

1.8 Define intensive and extensive properties. Identify the following properties as intensive or exten-
sive: mass, volume, density, specific volume, energy, specific enthalpy, total entropy, temperature,
pressure.

1.9 Define the terms system, process, and cycle.
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1.10 What is the difference between gauge pressure, absolute pressure, and vacuum? Define atmospheric
pressure.

1.11 What is the difference between mass flow rate and volumetric flow rate? How are these related?

1.12 Define the critical point and explain the difference between critical point and triple point.

1.13 Define sensible and latent heats, and latent heat of fusion. What are their units?

1.14 What is the weight of a 10-kg substance in N, kN, kgf, and lbf?

1.15 The vacuum pressure of a tank is given to be 40 kPa. If the atmospheric pressure is 95 kPa, what
is the gauge pressure and absolute pressure in kPa, kN/m2, lbf/in2, psi, and mm Hg.

1.16 Express the temperature −40 ◦C in units of Fahrenheit (◦F), Kelvin (K), and Rankine (R).

1.17 The temperature of air changes by 10 ◦C during a process. Express this temperature change in
Kelvin (K), Fahrenheit (◦F), and Rankine (R) units.

1.18 The specific heat of water at 25 ◦C is given to be 4.18 kJ/kg ◦C. Express this value in kJ/kg K,
J/g ◦C, kcal/kg ◦C, and Btu/lbm ◦F.

1.19 A 0.2-kg mass of R134a at 700 kPa pressure and at 4 ◦C is heated until 50% of mass is vaporized.
Determine the temperature at which the refrigerant is vaporized, and the sensible heat and the
latent heat are transferred to the refrigerant.

1.20 A 0.5-lbm mass of R134a at 100 psia pressure and 40 ◦F is heated until 50% of mass is vaporized.
Determine the temperature at which the refrigerant is vaporized, and the sensible heat and the
latent heat are transferred to the refrigerant.

1.21 A 2-kg mass of ice initially at −18 ◦C is heated until 75% of the mass is melted. Determine
the sensible heat and the latent heat transferred to the water. The specific heat of ice at 0 ◦C is
2.11 kJ/kg ◦C, and the latent heat of fusion of water at 0 ◦C is 334.9 kJ/kg.

1.22 A 2-kg mass of ice initially at −18 ◦C is heated until it becomes liquid water at 20 ◦C. Determine
the sensible heat and the latent heat transferred to the water. The specific heat of ice at 0 ◦C is
2.11 kJ/kg ◦C, and the latent heat of fusion of water at 0 ◦C is 334.9 kJ/kg.

1.23 Refrigerant 134a enters the evaporator of a refrigeration system at −24 ◦C with a quality of 25%
at a rate of 0.22 kg/s. If the refrigerant leaves the evaporator as a saturated vapor, determine the
rate of heat transfer to the refrigerant. If the refrigerant is heated by water in the evaporator, which
experiences a temperature rise of 16 ◦C, determine the mass flow rate of water.

Ideal Gases and the First Law of Thermodynamics

1.24 What is the compressibility factor?

1.25 When can we invoke the ideal gas assumption for real gases?

1.26 Define isothermal, isobaric, and isochoric processes.

1.27 What is an isentropic process? Is a constant-entropy process necessarily reversible and adiabatic?

1.28 What is the difference between heat and work?

1.29 An elastic tank contains 0.8 kmol of air at 23 ◦C and 600 kPa. Determine the volume of the tank.
If the volume is doubled at the same pressure, what is the temperature at the new state?

1.30 A 50-L piston–cylinder device contains oxygen at 52 ◦C and 170 kPa. If the oxygen is heated until
its temperature reaches 77 ◦C, what is the amount of heat transfer during the process?

1.31 A 50-L rigid tank contains oxygen at 52 ◦C and 170 kPa. If the oxygen is heated until its temperature
reaches 77 ◦C, what is the amount of heat transfer during the process?
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1.32 A 50-L rigid tank contains oxygen at 52 ◦C and 170 kPa. If the oxygen is heated until the temper-
ature reaches 77 ◦C, what is the entropy change during the process?

1.33 A rigid tank contains 2.5 kg of oxygen at 52 ◦C and 170 kPa. If the oxygen is heated in an isentropic
process until it reaches 77 ◦C, what is the pressure at the final state? What is the work interaction
during this process?

1.34 A piston–cylinder device contains 2.5 kg oxygen at 52 ◦C and 170 kPa. If the oxygen is heated
until it reaches 77 ◦C, what is the work done and the amount of heat transfer during the process?

Exergy

1.35 What is the Kelvin–Planck statement of the second law of thermodynamics?

1.36 What is the Clausius statement of the second law of thermodynamics?

1.37 Define the terms energy, exergy, entropy, and enthalpy.

1.38 What is the second-law efficiency? How does it differ from the first-law efficiency?

1.39 What is the relationship between entropy generation and irreversibility?

1.40 What are the two common causes of irreversibility?

1.41 During an irreversible process, do the parameters mass, energy, entropy, and exergy decrease or
increase or remain conserved?

1.42 How does an exergy analysis help the goal of more efficient energy-resource use? What are the
advantages of using exergy analysis?

General Aspects of Fluid Flow

1.43 What is the physical meaning of the Reynolds number? What makes the flow laminar and what
makes it turbulent?

1.44 What is viscosity? How does viscosity change with temperature for gases and for liquids?

General Aspects of Heat Transfer

1.45 What is the difference between heat conduction and heat convection?

1.46 Define the terms forced convection and natural convection, and explain the difference between
them.

1.47 Define the term heat generation. Give some examples.

1.48 What are the modes of heat transfer? Explain the physical mechanism of each mode.

1.49 How much energy does it take to convert 10.0 kg of ice at 0 ◦C to water at 25 ◦C?

1.50 A 20-cm thick wall of a house made of brick (k = 0.72 W/m ◦C) is subjected to inside air at 22 ◦C
with a convection heat transfer coefficient of 15 W/m2 ◦C. The temperature of the inner surface of
the wall is 18 ◦C and the outside air temperature is −1 ◦C. Determine the temperature of the outer
surface of the wall and the heat transfer coefficient at the outer surface.

1.51 A satellite is subjected to solar energy at a rate of 300 W/m2. The absorptivity of the satellite
surface is 0.75 and its emissivity is 0.60. Determine the equilibrium temperature of the satellite.

1.52 An 80-cm-diameter spherical tank made of steel contains liquefied natural gas (LNG) at −160 ◦C.
The tank is insulated with a 4-cm thickness of insulation (k = 0.015 W/m ◦C). The tank is subjected
to ambient air at 18 ◦C with a convection heat transfer coefficient of 20 W/m2 ◦C. How long will it
take for the temperature of the LNG to decrease to −150 ◦C. Neglect the thermal resistance of the
steel tank. The density and the specific heat of LNG are 425 kg/m3 and 3.475 kJ/kg ◦C, respectively.



2
Energy Storage Systems

2.1 Introduction
Energy storage (ES) has only recently been developed to a point where it can have a significant
impact on modern technology. In particular, ES is critically important to the success of any inter-
mittent energy source in meeting demand. For example, the need for storage for solar energy
applications is severe, especially when solar energy is least available, namely, in winter.

ES systems can contribute significantly to meeting society’s needs for more efficient, environmen-
tally benign energy use in building heating and cooling, aerospace power, and utility applications.
The use of ES systems often results in such significant benefits as

• reduced energy costs;
• reduced energy consumption;
• improved indoor air quality;
• increased flexibility of operation; and
• reduced initial and maintenance costs.

In addition, Dincer (1997) point out some further advantages of ES:

• reduced equipment size;
• more efficient and effective utilization of equipment;
• conservation of fossil fuels (by facilitating more efficient energy use and/or fuel substitution); and
• reduced pollutant emissions (e.g., CO2 and chlorofluorocarbons (CFCs)).

ES systems have an enormous potential to increase the effectiveness of energy-conversion equip-
ment use and for facilitating large-scale fuel substitutions in the world’s economy. ES is complex
and cannot be evaluated properly without a detailed understanding of energy supplies and end-use
considerations. In general, a coordinated set of actions is needed in several sectors of the energy
system for the maximum potential benefits of ES to be realized. ES performance criteria can help
in determining whether prospective advanced systems have performance characteristics that make
them useful and attractive and, therefore, worth pursuing through the advanced development and
demonstration stages. The merits of potential ES systems need to be measured, however, in terms of
the conditions that are expected to exist after research and development is completed. Care should
be taken not to apply too narrow a range of forecasts to those conditions. Care also should be taken
to evaluate specific storage system concepts in terms that account for their full potential impact.
The versatility of some ES technologies in a number of application areas should be accounted for
in such assessments.

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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Today’s industrial civilizations are based upon abundant and reliable supplies of energy. To be
useful, raw energy forms must be converted to energy currencies, commonly through heat release.
For example, steam, which is widely used for heating in industrial processes, is normally obtained
by converting fuel energies to heat and transferring the heat to water. Electricity, increasingly
favored as a power source, is generated predominately with steam-driven turbogenerators, fueled
by fossil or nuclear energy. Power demands, in general, whether thermal or electrical, are not
steady. Moreover, some thermal and electrical energy sources, such as solar energy, are not steady
in supply. In cases where either supply or demand is highly variable, reliable power availability
has in the past generally required energy-conversion systems to be large enough to supply the
peak-demand requirements. The results are high and partially inefficient capital investments, since
the systems operate at less than full capacity much of the time.

Alternatively, capital investments can sometimes be reduced if load-management techniques are
employed to smooth power demands, or if ES systems are used to permit the use of smaller
power-generating systems. The smaller systems operate at or near peak capacity, irrespective of the
instantaneous demand for power, by storing the excess converted energy during reduced-demand
periods for subsequent use in meeting peak-demand requirements. Although some energy is gener-
ally lost in the storage process, ES often permits fuel conservation by utilizing more plentiful but
less flexible fuels such as coal and uranium in applications now requiring relatively scarcer oil and
natural gas. In some cases, ES systems enable the waste heat accompanying conversion processes
to be used for secondary purposes.

The opportunities for ES are not confined to industries and utilities. Storage at the point of
energy consumption, as in residences and commercial buildings, will likely be essential to the future
use of solar heating and cooling systems, and may prove important in lessening the peak-demand
loads imposed by conventional electrical, space-conditioning systems. In the personal transportation
sector, now dominated by gasoline-powered vehicles, adequate electrical storage systems might
encourage the use of large numbers of electric vehicles, reducing the demand for petroleum.

The concept of ES using flywheels is not new. The ability of flywheels to smooth intermittent
power impulses was recognized shortly after the invention of reciprocating engines in the 18th
century. Special purpose locomotives have been operated with stored, externally supplied steam for
about 100 years. Electric cars were early automobile competitors.

The marked increases in fuel costs in recent years, the increasing difficulty in acquiring the large
amounts of capital required for power-generation expansions, and the emergence of new storage
technologies has led to a recent resurgence of interest in the possibilities for ES systems. To the
energy supplier, energy is a commodity whose value is determined by the cost of production and
the marketplace demand. For the energy consumer, the value of energy is in its contribution to the
production of goods and services or to personal comfort and convenience. Although discussions
abound about the merits of alternative national energy production and consumption patterns in the
future, it is likely that energy decisions, in general, will continue to be made based on evaluations
of the costs of alternative means to attain these needs. In particular, decisions on whether to use
ES systems will likely be made on the basis of prospective cost savings in the production or use
of energy, unless legislative or regulatory constraints are imposed. Thus, among criteria necessary
for the commercialization of ES systems, potential economic viability is a major consideration.

2.2 Energy Demand
Energy demand in the commercial, industrial, public, residential, and utility sectors varies on a
daily, weekly, and seasonal basis. Ideally, these demands are matched by various energy-conversion
systems that operate synergistically. Peak hours are the most difficult and expensive to supply. Peak
electrical demands are generally met by conventional gas turbines or diesel generators, which are
reliant on costly and relatively scarce oil or gas. ES provides an alternative method of supplying
peak energy demands. Likewise, ES systems can improve the operation of cogeneration, solar,
wind, and run-of-river hydro facilities. Some details on these ES applications follow:
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• Utility. Relatively inexpensive base-load electricity can be used to charge ES systems during
evening or off-peak weekly or seasonal periods. The electricity is then used during peak periods,
reducing the reliance on conventional gas and oil peaking generators.

• Industry. High-temperature waste heat from various industrial processes can be stored for use
in preheating and other heating operations.

• Cogeneration. Since the closely coupled production of heat and electricity by a cogeneration
system rarely matches demand exactly, excess electricity or heat can be stored for subsequent use.

• Wind and run-of-river hydro. Conceivably, these systems can operate around the clock, charg-
ing an electrical storage system during low-demand hours and later using that electricity for
peaking purposes. ES increases the capacity factor for these devices, usually enhancing their
economic value.

• Solar energy systems. By storing excess solar energy received on sunny days for use on cloudy
days or at night, ES systems can increase the capacity factor of solar energy systems.

2.3 Energy Storage
Mechanical and hydraulic ES systems usually store energy by converting electricity into energy
of compression, elevation, or rotation. Pumped storage is proven, but quite limited in its applica-
bility by site considerations. Compressed-air ES has been tried successfully in Europe, although
limited applications appear in the United States. This concept can be applied on a large scale using
depleted natural gas fields for the storage reservoir. Alternatively, energy can be stored chemically
as hydrogen in exhausted gas fields. Energy of rotation can be stored in flywheels, but advanced
designs with high-tensile materials appear to be needed to reduce the price and volume of storage. A
substantial energy penalty of up to 50% is generally incurred by mechanical and hydraulic systems
in a complete storage cycle because of inefficiencies.

Reversible chemical reactions can also be used to store energy. There is a growing interest in
storing low-temperature heat in chemical form, but practical systems have not yet emerged. Another
idea in the same category is the storage of hydrogen in metal hydrides (lanthanum, for instance).
Tests of this idea are ongoing.

Electrochemical ES systems have better turnaround efficiencies but very high prices. Intensive
research is now directed toward improving batteries, particularly by lowering their weight-to-storage
capacity ratios, as needed in many vehicle applications. As a successor to the lead–acid battery,
sodium–sulfur and lithium–sulfide alternatives, among others, are being tested. A different type
of electrochemical system is the redox flow cell, so named because charging and discharging is
achieved through reduction and oxidation reactions occurring in fluids stored in two separate tanks.
To make the leading candidate (an iron redox system) competitive with today’s batteries, its price
would have to be at least halved.

Thermal energy storage (TES) systems are varied, and include designed containers, underground
aquifers and soils and lakes, bricks and ingots. Some systems using bricks are operating in Europe.
In these systems, energy is stored as sensible heat. Alternatively, thermal energy can be stored
in the latent heat of melting in such materials as salts or paraffin. Latent storages can reduce the
volume of the storage device by as much as 100 times, but after several decades of research many
of their practical problems have still not been solved. Finally, electric energy can be stored in
superconducting magnetic systems, although the costs of such systems are high.

There are a number of promising areas of research in ES technology. Given the cost gap that
needs to be spanned and the potential beneficial ES applications, it is clear that a sustained ES
development effort is in order. For solar energy applications, advanced ES systems may not be
needed for years and decades. For the near term, many less expensive ES alternatives are available
that should allow for the growth of solar energy use.

Some current research and development areas in the field of ES are as follows:

• advanced ES and conversion systems with phase transformation, chemical and electrochemi-
cal reactions;
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• fundamental phenomena inside a single cell as well as engineering integration of whole battery
packs into vehicles;

• high-dielectric-constant polymers;
• high K composites for capacitors;
• polymer electrode interfaces (low- and high-frequency effects);
• integrated polymer capacitors.

2.4 Energy Storage Methods
For many energy technologies, storage is a crucial aspect. If we consider the storage of fuels as the
storage of the energy embedded in them, then oil is an excellent example. The massive amounts of
petroleum stored worldwide are necessary for the reliable, economic availability of gasoline, fuel
oil, and petrochemicals.

Electric utilities also store energy using a scheme called pumped storage. Electricity generated
by thermal power plants drives large electric motors to pump water uphill to elevated reservoirs
during periods of low electric demand. During periods of peak demand, the water is allowed
to flow back downhill to redeliver the energy through hydroelectric generation. Also, electricity
can be stored in batteries. However, the present-day conventional automobile battery, to use an
important and common example, is used for starting the internal combustion engine and not for
locomotion. Nonetheless, progress is being made on automotive batteries for storage of energy for
moving vehicles.

ES includes heat storage. In thermodynamic terms, such storages hold transferred heat before it
is put to useful purposes. A conventional example is hot water storage in residences and industry.
Such heat storage smoothes out the delivery of hot water or steam, but it is not usually considered
for periods longer than one day.

Advanced new storage devices are often an integral part of other new technologies, and these
sometimes can be made more feasible by innovations in storage. Advances in storage especially
benefit wind and solar energy technologies. Also, new storage technologies may facilitate the
development of electric-powered automobiles.

A large variety of ES techniques are under development. We shall discuss them by categories,
grouping together those techniques that store energy in the following forms: mechanical, thermal,
chemical, biological, and magnetic, as shown in Figure 2.1. Of course, ES devices can be classified
and categorized in other ways. Here, each category considers the storage of one form of energy.
Below, we examine briefly several possible storage options (Dincer, 1999).

2.4.1 Mechanical Energy Storage

Mechanical energy may be stored as the kinetic energy of linear or rotational motion, as the potential
energy in an elevated object, as the compression or strain energy of an elastic material, or as the
compression energy in a gas. It is difficult to store large quantities of energy in linear motion because
one would have to chase after the storage medium continually. However, it is quite simple to store
rotational kinetic energy. In fact, the potter’s wheel, perhaps the first form of ES used by man,
was developed several thousand years ago and is still being used. As seen in Figure 2.1, there are
three main mechanical storage types that we discuss in this section: hydrostorage, compressed-air
storage, and flywheels.

Hydrostorage (Pumped Storage)

Hydrostorage is a simple ES method. At night, when energy demand is low, pumps pump water
upward from the river (Figure 2.2). The water is pumped through a pipe to a reservoir. During the
day, when energy demand is high, the reservoir releases water, allowing it to flow downhill. The
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Figure 2.1 A classification of energy storage methods
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Figure 2.2 A pumped hydrostorage plant

flowing water turns the turbine to generate electricity. The pump that pumps the water upward from
the river can be powered by solar energy during the day. At night, when there is no solar energy,
the stored water turns the turbine to generate electricity. The efficiency of a pumped water storage
plant is about 50%. When water is pumped uphill, about 30% of the energy is lost. When the water
flows down, another 20% of the energy is lost. A pumped water storage plant operates for more
than 20 years. When the energy is needed, the plant only needs 30 s to reach 100% of its power.

In this storage type, reversible devices like pump/turbines pump water upward into a storage
reservoir and after a period of time operate as turbines, driving generators, when the water runs back
down through them. Hydrostorage has been proved economically viable, but its use is geographi-
cally limited to only a few percentage of the total hydroelectric capacity. Pumped storage is now
considered important with wind machines. The best alternative to building expensive new storage
systems in the near term is often to use existing storage systems, especially those of hydroelectric
installations. By holding back water that would otherwise flow from a hydroelectric dam, energy
can be stored in one part of an electric network while a solar electrical energy or wind system pro-
duces energy in another part. The United States currently has 59,000 MW of hydroelectric capacity,
and an additional 10,000 MW of pumped storage capacity. Pumped storage facilities consist of a
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Figure 2.3 Representation of underground pumped hydrostorage

pair of reservoirs; the upper one is filled with water pumped up from lower levels at times of low
electricity usage.

Hydrostorage is widely used in the power industry to store off-peak power for peak load periods.
This technique utilizes a dam that has sufficient hydrostatic head to drive a hydroelectric power
plant. Water is pumped into the reservoir in off-peak periods and drawn out during peak periods.
The basic requirement is a dam with a large quantity of water at its base or two dams with a
height difference between them. Hydrostorage is relatively efficient. The energy used to pump
water upward is recovered in a storage cycle with about 65–75% efficiency. Hydrostorage is often
ideal for solar power storage. The solar plant produces power at the maximum rate during the day
and is on standby during the night, maintaining only system temperatures so that it is ready to turn
out power the next day as soon as the collector subsystem reaches operating temperature.

Pumped storage is the only well-established ES concept that is available on a large scale. The
concept is simple. Energy is stored during evening hours by pumping water from a lower body of
water to an upper reservoir behind a conventional dam. During peak demand hours, the water flows
down from the upper reservoir through a hydroelectric turbine back into the lower body of water.
Because of the environmental concerns associated with large-scale hydroelectric facilities, however,
it is questionable if many conventional pumped hydro plants will be constructed in the future.

Underground pumped hydrostorage is a variation of this concept that has significant potential.
Still in the planning stage, it would use an upper surface reservoir in conjunction with an artificially
made lower reservoir (Figure 2.3). The upper surface reservoir can be an existing body of water
or an artificial lake formed by dikes and dams. The lower reservoir is a large cavern excavated
in hard solid rock. The two reservoirs are hydraulically connected by a waterway (pen-stock) that
passes through a powerhouse with a dual purpose turbine/pump and generator/motor. Except for
the artificial lower reservoir, pumped hydrostorage operates in the same manner as a conventional
system. The power produced from a hydro facility is directly related to the hydraulic head (elevation
difference between the reservoirs) available to the plant. Therefore, since the lower reservoir can be
positioned to obtain high heads of approximately 1400 m (compared to the heads of usually less than
300 m for natural conventional hydro facilities), comparable power outputs can be achieved with
significantly smaller reservoirs. Underground systems can be more acceptable since environmental
impact is decreased. The area in underground pumped storage needing greatest development and
having the greatest cost is the lower reservoir.

The primary criteria for location are the geological conditions for the lower reservoir. The
subsurface material should be of solid hard rock, and should not be located in areas that have
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• predominantly loose sedimentary rock;
• volcanic rock;
• complex geological structures with widely varying conditions over short distances;
• high seismic activity; or
• major faults.

As an example of an underground pumped storage, consider the following from Diamant (1984).
Although in Great Britain nuclear power accounts for only about 3–4% of the country’s total
electrical generating capacity, nuclear energy supplies about 15% of the annual output of electricity.
The reason for these different values is that nuclear power stations, whose main cost is the capital
invested in them, are best operated at a very steady rate. Fuel costs for nuclear stations are smaller
than those for fossil-fuel-fired electrical generating stations. Thus, since it is difficult to vary the
output from nuclear power stations significantly over short time periods, these stations are often
used for generating the base-load power. The outputs of power stations fueled by coal, gas, and
oil can be more easily adjusted to match changing loads; but even so, it is best to steady the load
if possible. Sometimes, there are very high peak load requirements which may only last a few
minutes during a day. To satisfy these demands, it would be necessary to have costly stand-by
stations that operate for only very short periods over the year. Yet not satisfying such loads may
mean voltage reductions and the accompanying dangers of motors and other equipment burning
out due to overheating.

If the nuclear capacity increases relative to the country’s total installed electrical generating
capacity, these problems will be accentuated. A first attempt to address this issue is the pumped
storage scheme at Dinorwic in North Wales. The two lakes that exist near the town of Llanberis
are the Llyn Peris lake, which lies in a valley, and the Marchlyn Mawr lake, which lies about
500 m higher on a mountain. Both lakes were enlarged and connected by a system of tunnels with
enough capacity to drive six 313 MW turbine generators. When the turbine generators are driven
in the opposite direction, powered by electricity from the national grid, they act as motor pumps
which consume 281 MW of electricity per unit. When in operation, the Dinorwic station will be
able to provide a constant output of 1680 MW for 5 h during peak demand periods, using the
potential energy in the difference in water levels between the upper and lower reservoirs to drive
the generators. The pumps require 6 h to transfer the water from the Llyn Peris lake at the bottom
back to the Marchlyn Mawr lake at the top, an operation normally done at night using inexpensive
off-peak electricity. The Dinorwic station can be put into operation to meet sudden surges in power
demand far more rapidly than almost any alternative system. It is claimed that the station can ramp
up from zero to an output of 1320 MW within 10 s, allowing it to be engaged extremely quickly
to correct sudden voltage drops due to power consumption, momentarily outstripping production
(Diamant, 1984).

Compressed-Air Storage

In a compressed-air ES system, air is compressed during off-peak hours and stored in large
underground reservoirs, which may be naturally occurring caverns, salt domes, abandoned mine
shafts, depleted gas and oil fields, or man-made caverns. During peak hours, the air is released to
drive a gas turbine generator.

The technique used by such a system to compress air to store energy is relatively straightforward.
In a conventional gas turbine, high-pressure hot gas is supplied, and about two-thirds of the gross
power output is used to drive the compressor. A compressed-air ES system decouples the compressor
and the turbine and operates the former during off-peak hours to produce compressed air, which
is stored in natural caverns, old oil or gas wells, or porous rock formations. Such ES storage is
advantageous when an appreciable part of the power load is carried by nuclear stations, and where
suitable spent salt caverns make it easy to build the compressed gas reservoirs.
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Figure 2.4 Compressed-air ES systems: (a) sliding pressure system, (b) compensated pressure system

The compressed air storage technique in general takes advantage of off-peak electrical generating
capacity using gas turbines in the same way that pumped storage does using water turbines. How-
ever, with gas systems, the heat generated when the air is compressed may be stored and used to
preheat the expanding air, thus increasing efficiency.

Significant amounts of energy can be stored in the form of compressed air in underground
caverns. Early studies indicate system costs to be comparable to those for hydrostorage, but the
requirement of a large cavern limits the usefulness of this approach to regions where natural caverns
exist or where caverns can be easily formed, as in salt domes. The air in such a storage facility is
normally compressed in a device that later serves as expander or turbine.

In practice, two general categories of compressed-air ES systems are possible, depending on the
storage pressure (see Figure 2.4). In sliding pressure systems (see Figure 2.3a), pressure increases
as the store is charged and decreases as the stored air is released, between maximum and minimum
pressures. In compensated pressure systems (see Figure 2.3b), an external force is used to keep the
storage pressure constant throughout the operation.

The world’s first compressed-air ES facility became operational in 1978 at Huntorf in Hamburg,
Germany. The plant is connected to the local electric utility grid. During off-peak hours, air is
compressed to approximately 47,780 Pa and stored in two caverns leached out of a salt dome. The
combined storage capacity is 283,179 m3. During peak-demand periods, the air is released, heated
by natural gas, and expanded through high- and low-pressure turbines. The system can generate
290 MW for up to about 2 h. The Huntorf facility requires an electric energy input of 0.8 kWh for
air compression and 5600 kJ of natural gas input for reheating, for each 1.0 kWh of plant output.
Heat recuperation from the compressed air for subsequent addition to the expanding air can reduce
fuel consumption by about 25% (Sheahan, 1981).

Conventional power stations could include a compressed-air ES system. In one practical design,
ambient air is compressed during off-peak operation by an axial flow compressor, intercooled and
boosted to a pressure of approximately 70 bar by a high-speed centrifugal blower. Heat produced
during compression is removed with conventional cooling devices. The compressed air is stored
underground (ideally in leached-out salt domes or similar spaces). The pressure of the soil serves
to resist the appreciable gas pressure. At peak demand periods, air passes from the underground
compressed-air storage cavern through a control valve, where the pressure is throttled down to 43
bar at full load. After being heated, the compressed air drives gas turbines, effectively releasing
the stored off-peak electricity.

The Brown Boveri company developed the ASSET (air storage system of energy transfer) plant
for this purpose. The first plant of this type was ordered by NWK (Nordwestdeutsche Kraftwerke)
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of Hamburg in June 1974. In 1980, the various power stations operated by this utility had a total
electricity capacity of 4515 MW, broken down as follows (Diamant, 1984):

• fossil-fueled steam plants: 3000 MW,
• nuclear plants: 1210 MW,
• gas turbines plants: 305 MW.

The installed system is the one described earlier at Huntorf. In this system, the storage capacity
is sufficient for 2 h of full peak load for the entire NWK system. No electric power is needed to
start the unit. The compressed air is heated to 540◦C in the high-pressure combustion chamber
of the gas turbine plant and expanded in the gas turbine. When the gas turbine rotational speed
reaches 3000 rpm, the generator connects to it via a “synchro-self-shifting clutch.” The total cold
start-up time to full load is normally 11 min, but as short as 6 min in an emergency. All operations
are controlled remotely. Since in this plant the heat of compression is rejected as a waste before
storage, and then re-supplied using fuel before the air drives the gas turbine, the system has a
relatively poor thermodynamic efficiency of approximately 46%. This ES method appears to be
particularly advantageous when an appreciable part of the power load is met by nuclear stations,
and where suitable compressed gas reservoirs such as spent salt caverns exist.

Flywheels

The flywheel, a wheel of relatively large mass that stores rotational kinetic energy, has long been
used to smooth out the shaft power output from one- or two-cycle (stroke) engines and to adjust
for uneven loads. New uses of this device, and of the other two mechanical storage techniques
discussed in this section, take advantage of the ability of the electric motor/generator operation to
reverse. Such a device can be designed to work both as a motor when driven by electric power and
as a generator when driven by mechanical power.

In such places as islands or isolated communities, where support from a larger area electrical
grid is not possible, local electric generators are installed to meet local needs. Because variation
in system loading is greater when the number of customers is small, and because maintenance of
system voltage requires sufficient on-line capacity to meet load, such systems are typically operated
at only a fraction of nameplate capacity. For example, a large diesel motor/generator (M/G) set is
run at half capacity so that if several customers switch on loads at once, the extra load can be carried
at full voltage. The excess capacity is spinning reserve. The use of on-line fuel-based capacity has
several disadvantages. First, when a generator is operated at partial capacity, it operates inefficiently.
Excess fuel is consumed, and the price per kWh of supplied electricity rises. Second, especially
in the case of such advanced modular generation technologies as fuel cells and microturbines,
variation of load causes variations in thermal stress on the generator, shortening its useful life.
Both these problems can be addressed by using flywheel ES as the spinning reserve, and operating
the fuel-based generators at peak efficiency.

Flywheels can be used for transportation ES, particularly in road vehicles (e.g., buses). Flywheels
can have a significant advantage in vehicles that undergo frequent start/stop operations as in urban
traffic. The basic idea is that with flywheels, decelerating does not convert mechanical energy into
waste heat via friction brakes. Instead, the kinetic energy is stored by setting a flywheel spinning.
Then, the power surge needed for vehicle acceleration is provided from the spinning flywheel. In
petrol-driven test vehicles using flywheel ES, operational economies on the order of 50% have
been achieved. It is expected that similar economies would be obtainable with electric vehicles.
Figure 2.5 shows a flywheel that was successfully designed and constructed at the Pennsylvania
Transportation Institute, PA. Research is ongoing to improve the practical aspects of these devices.

The most important use of flywheel ES will probably be regenerative braking. A subway train, for
instance, may use a flywheel to decelerate by transferring energy to it from the wheels. The transfer
can be made electrically; a conducting flywheel is rotated in a magnetic field, and the generated



60 Thermal Energy Storage

Figure 2.5 A flywheel (Courtesy of Prof. Charles E. Bakis, The Pennsylvania State University)

electrical energy stored in a battery for subsequent use. Work is required to move a conductor
in a magnetic field, producing this work to slow the vehicle. In subway stop-and-start operations,
energy savings as high as 30% may be realized through ES. A secondary benefit is that the subway
tunnels remain more comfortable in summer due to less heat dissipation by friction braking.

Flywheel systems for electrical ES have two properties that differentiate them from present state
rechargeable batteries: (i) a high power mass density specified by the maximum charge (discharge)
power per system mass and (ii) a high life cycle.

In utility applications, a large flywheel located near an electric power demand could be set
spinning by a motor using off-peak power and then drive the motor as a generator when additional
electricity is needed. Although flywheels offer 80–90% cyclic efficiency, further research and
development (e.g., on new materials and shapes) is needed to make them practical for large-scale ES.

Flywheels have also received attention elsewhere as potential ES devices. They have found prac-
tical application in storing the energy temporarily released from the large magnets of synchrotrons;
the energy is recovered within a few seconds to re-energize the magnets. One can manage an energy
system of this type simply by means of a switch. One polarity uses the dynamo as a motor, accel-
erating the flywheel; the other uses the dynamo as a generator, drawing energy from the kinetic
energy of the flywheel.

The quantity of energy stored in a flywheel is usually small. One watt-hour of energy is equivalent
to 1.8 kg of mass on a 2 m-diameter flywheel rotating at 600 rpm (Genta, 1985). New materials,
such as carbon fiber composites, can withstand large centrifugal forces, and at high rotational speeds
store much more energy than steel. The energy Ek stored in a flywheel (or kinetic energy of the
rotor) is given by

Ek = 1

2
�ω2 = 1

2
(kmr2)ω2 = 1

2
(kρ�V r2)ω2 (2.1)

where � is the moment of inertia of the flywheel, ω is its rotational speed (rad/s), k is its inertial
constant, m is its mass (kg), r is its radius (m), ρ is its density (kg/m3), and �V is the increment
of the volume. The inertial constant depends on the shape of the rotating object. For a flywheel
loaded at the rim, such as a bicycle wheel or hollow cylinder rotating on its axis, k is taken as 1,
while for a solid disk of uniform thickness or a solid cylinder, k is taken as 1

2 .
An equivalent way of viewing the energy stored in a flywheel is as the energy in the “spring”

formed by the tension created in the rim of the flywheel by the centrifugal force, which slightly
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expands the diameter of the flywheel. As is the case for all types of ES, the potential of the stored
energy to accidentally cause damage is appreciable.

The power P of the flywheel system is determined by the size of the electrical machine, not by
that of the flywheel. The time t ideally required for the flywheel to be charged or discharged can
be expressed as

t = Ek

P
(2.2)

Using the material-specific strength, the maximum circumferential speed νcirc of a thin rim can be
determined as

vcirc =
(

2σult

ρ

)1/2

(2.3)

where σult denotes the ultimate strength of the material.
The specific energy or energy density of a flywheel can then be expressed as

Ek

m
= 1

2
v2

circ = σult

ρ
(2.4)

For a rotating thin ring, therefore, the maximum energy density is dependent on the specific
strength of the material and not on the mass. The energy density of a flywheel is normally the
first criterion for the selection of a material. Regarding specific strength, composite materials have
significant advantages compared to metallic materials. Table 2.1 lists some flywheel materials and
their properties.

The burst behavior is a deciding factor for choosing a flywheel material. With circumferential
speeds of up to 2000 m/s, the bursting of a metallic rotor causes large fragments to be projected.
Composite-material rotors can be designed to have benign failure modes with almost no penetration
of pieces into the housing (Genta, 1985).

The stored energy in flywheels has a destructive potential when released uncontrolled. Some
efforts have been made to design rotors such that, in the case of a failure, many thin and long
fragments are released. These fragments have little translateral energy and the rotor burst can be
relatively benign. However, even with careful design, a composite rotor still can fail dangerously.
The safety of a flywheel ES system is not related only to the rotor. The housing, and all components
and materials within it, can influence the result of a burst significantly.

Many kinds of bearing can also be running under vacuum conditions. Precision ball bearings
are probably the most economic type presently. Active magnetic bearings have numerous technical
benefits but are much more costly. Passive permanent magnet bearings in combination with another
bearing can expand the limits of conventional bearings without the penalty of active magnetic

Table 2.1 Some materials for flywheels and their properties

Density
(kg/m3)

Strength (MN/m2) Specific strength (MNm/kg)

Steel (AlSI 4340) 7800 1800 0.22
Alloy (AlMnMg) 2700 600 0.22
Titanium (TiAl6Zr5) 4500 1200 0.27
GFRP (60 vol% E-glass) 2000 1600 0.80
CFRP (60 vol% HT C) 1500 2400 1.60

GFRP, glass fiber reinforced polymer; CFRP, carbon fiber-reinforced polymer; HT C,
heat treated carbon;
Source: ASPES Engineering AG.
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bearings. Passive magnetic bearings using superconducting materials may prove useful in the future
for high-speed applications.

Choosing the most appropriate bearing system depends very much on the specific application,
including such factors as lifetime, maintenance interval, rotational speed and rotor weight, vibration
monitoring needs, and cost.

Since we deal only with high-speed flywheels operating under vacuum conditions, mechanical
shafts with gearboxes are considered beyond the scope of this discussion. The flywheel is coupled
with an electrical motor/generator on a common shaft. In general, flywheel ES systems use syn-
chronous electrical machines, with permanent or dynamic excitation. Based on the rotational speed,
variable frequency can be converted to the constant grid frequency with an inverter.

To facilitate mechanical ES by flywheel, low-loss and long-life bearings and suitable flywheel
materials need to be developed. Some new materials are steel wire, vinyl-impregnated fiberglass,
and carbon fiber. Recently, a series of industrial flywheel ES systems using magnetic bearings
have been employed. A typical example of those flywheels is capable of storing up to 3 kW of
power, and consists of a series of discs, 400 mm in diameter and 200-mm deep, with a spinning
mass of about 240 kg. The system is suspended on six magnetic bearings that support the unit
when it is in operation, and two roller bearings that are used when accelerating the unit to working
speed. Such flywheels can operate at speeds between 7500 and 15,000 rpm. A larger unit can be
designed for practical applications for a maximum power storage of 10 kW with a maximum speed
of 24,000 rpm. Both the flywheel and its ball bearings should be kept under vacuum.

Feasibility studies have shown that an economic single-family flywheel ES unit capable of storing
up to 30 kWh of energy could be built. Inexpensive electricity would be used during off-peak
periods to set the flywheel spinning. During peak-demand periods, the energy from the spinning
flywheel would be discharged to generate electricity. A combined electric motor/generator is used
in both operations. The entire flywheel motor system is arranged with a vertical axis in a special
underground chamber such as the garage of a dwelling. A high vacuum would be maintained within
the container housing the flywheel and bearings.

Some research and development areas in the field of flywheel ES are as follows:

• development of high-speed, low-cost manufacturing methods for composite rotors and hubs
having high specific energy densities;

• development and experimental evaluation of novel composite rotor concepts (e.g., elastomeric
matrix and elastomeric interlayer);

• evaluation of the durability of new composite rotor materials, considering properties such as
fatigue and creep.

In the future, flywheels will be used to store energy for discharge over longer periods. These
applications will become a reality when flywheel power systems can be made with both acceptably
low cost and acceptably low losses. Among the applications which are considered of great potential
benefit by energy futurists are the all-electric vehicle operated on flywheel power, the use of flywheel
systems as the ES medium to couple with photovoltaics, and the use of flywheel systems in lieu
of chemical batteries for backup power at telecommunication nodes.

2.4.2 Chemical Energy Storage

Energy may be stored in systems composed of one or more chemical compounds that release
or absorb energy when they react to form other compounds. The most familiar chemical ES
device is the battery. Energy stored in batteries is frequently referred to as electrochemical energy
because chemical reactions in the battery are caused by electrical energy and subsequently produce
electrical energy.

Some chemical storage systems are thermally charged and discharged. Many chemical reactions
are endothermic and proceed forward with absorption of thermal energy. Then, when the temperature
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of the system falls below a certain value, the energy stored in the system during the original reaction
is released as the reaction is reversed. Thus, energy is stored by utilizing the heats of chemical
reactions. Such chemical storage is considered for solar thermal applications, but is still at the
developmental stage.

Production of a storable chemical using electricity or heat is a technical possibility. The simplest
chemical to produce is considered to be hydrogen. Hydrogen can be produced electrochemically by
the electrolysis of water or thermochemically by direct chemical reactions in multistage processes.
This hydrogen then can be used as a fuel to drive some energy devices. In the meantime, the
hydrogen acts as an ES medium. An important use of hydrogen fuel is to generate electricity in
fuel cells. Fuel cells have proved useful in manned space missions and have demonstrated good
reliability using hydrogen. Fuel cells using pipeline natural gas have not proved reliable to date. The
use of a hydrogen fuel cell in conjunction with hydrogen production devices using solar energy has
technical benefits, but costs appear to be prohibitive. The main reason is that hydrogen produced
from solar electricity or other solar energy systems would be several times as costly as the hydrogen
used today, which is produced primarily by reforming hydrocarbons. Oxidizing the hydrogen in a
fuel cell further increases the cost of the final output due to the high costs of fuel cells. So, although
such ES schemes are technically possible, their economics are questionable.

Another way to use hydrogen as a fuel, which involves more conventional technology, is direct
burning in an engine. Combustion in a thermal cycle incurs significant thermodynamic losses. For
example, hydrogen can be burned in a combined cycle consisting of a Rankine cycle and a Brayton
topping cycle, with an overall cycle efficiency in the vicinity of 60%. This efficiency is near that of
a fuel cell, but again the capital costs of the system are high and thus create implementation barriers.

Other chemical fuels also have the potential to act as storage media and to be produced with
solar-derived (or other) electricity. One interesting possibility is aluminum. A large quantity of
energy can be stored in a small mass of aluminum. Aluminum in granular form can easily be
stored in open piles, not needing the complex storage containers used for other chemicals, such
as cryogenic tanks for liquid hydrogen or containers for other hydrogen and carbon substances.
The aluminum can be readily oxidized in air in a fluidized-grate burner, like powdered coal. The
combustion product, aluminum oxide, is solid and can be recovered from the stacks with high
efficiency. The aluminum oxide can be stored until it is needed for reprocessing into aluminum,
closing the cycle. A significant disadvantage, again, is economics.

Any reversible chemical reaction may be considered for storing energy. The driving force for
the reaction is generally thermal or electrical energy. When the reaction is reversed, the driving
input commodity is released.

Electrochemical Batteries

Batteries chemically store energy and release it as electric energy on demand. Batteries are a
stable form of storage and can provide high energy and power densities, such as those needed for
transportation. The lead–sulfuric acid battery has long been considered to be advantageous and
has been widely applied. Recently, fuel cells have demonstrated the ability to act as large-scale
chemical storages like batteries.

There are three main categories of energy applications for which batteries are potentially
attractive: electric utility load management, electric vehicles, and storage for renewable energy sys-
tems (e.g., photovoltaic and wind systems). In the first of these applications, batteries are preferable
to pumped hydro and compressed-air systems when the storage capacities needed are not great, and
lead to savings in transmission system costs and construction lead time. Battery facilities can be
modular in construction, making it easier to match storage capacity with utility system requirements.
Batteries have higher energy efficiencies than mechanical systems (70–80% versus 50–70%), but
do not benefit as much from economies of scale. For large utility systems, the simultaneous use of
two or more types of storage may be desirable. For example, the compressed-air option could meet
the needs for electricity generation over an 8–12 h period, while a battery facility may suffice only
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over a 3–5 h period. For batteries used in utility systems, lifetime costs and service life are important
characteristics, while weight or mass, volume, and power density are of secondary importance.

It is difficult to use the power generated by solar, wind, or hydropower sources directly, and so
the electricity is usually stored in special batteries for use when it is needed. These batteries are
often similar in chemistry to car batteries, but are designed differently. Car and truck batteries are
designed to give short bursts of very high current to start the engine. They are not suited for use as
storage batteries because they are made to be fully charged all the time, and have a very short life
if subjected to the deep discharge cycles that are required with solar electric storage systems. Deep
discharge cycles involve most of the energy stored in the battery being used before recharging.

Solar storage batteries are often made from large individual 2-V cells connected together,
although smaller 6- and 12-V batteries are also available. The most common type of battery is
the lead–acid battery, and these are usually of the flooded-cell type, though sealed lead–acid
batteries are becoming more popular.

Nickel–cadmium (nicad) batteries are also available, and while expensive, do have the advantages
of very long life and more stable voltage during discharge.

The amount of energy that can be stored in a battery is called its capacity , and is measured in
amp hours (Ah). A 100-Ah battery will deliver 1 A of current for 100 h, or 4 A for 25 h, and so on,
although battery capacity will decrease with increasing discharge rates. Battery capacities ranging
from 1 to 2000 Ah or more are available.

For long battery life, it is desirable to use only a small part of the total battery capacity
before recharging. Each time the batteries are run down and charged up, the batteries undergo
a charge/discharge cycle. If more than half the battery’s stored energy is discharged before it is
recharged, this is called deep cycling . For example, lead–acid deep-cycle batteries designed for
solar storage will last anywhere from 300 to 5000 cycles (and up to 50,000 cycles for nicad bat-
teries), provided the discharge is limited to about 20% per cycle. Solar energy systems normally
undergo one shallow cycle per day, but during “low sun” periods may undergo deeper discharges.
For long battery life, the shallow cycle should be less than 20% of battery capacity and the deep
cycle less than 80%.

It is possible to damage batteries by overcharging them. The maximum voltage that a battery
should be charged to is about 2.5 V per cell, or 15.0 V for a 12-V battery. Some solar panels
have an output voltage which is claimed to be low enough to stop charging above 15 V and to be
self-regulating. However, because their open circuit voltage is still 18 V or so, they will actually
continue to charge, with a much reduced current, until about 17 V. Most conventional panels deliver
full power up to about 17 V and so need an external regulator. It is in general difficult to store
significant quantities of electrical energy practically. Conventional battery designs can store in
rechargeable batteries only very small amounts of the high-voltage alternating current (AC) power
generated by either conventional or nuclear power plants. The difficulties include the following:

• The amount of energy which can be stored per unit weight or mass is small.
• The power density per unit weight or mass is low.
• All reversible batteries can withstand only a limited number of charge/discharge cycles before

they are discarded. The lead–sulfuric acid cell is still the most economic option and is the battery
used in many designs for electric cars.

The cost of battery systems is uncompetitive at present for large-scale ES applications. For
example, battery storage of electricity may cost up to 50% more than pumped hydropower. The
goal of the developers of advanced batteries for utilities is to reduce costs to about half of those of
present heavy-duty lead–acid batteries.

Characteristics of Batteries Some chemical changes are readily reversed upon the application
of a voltage, and form the basis of chemical batteries. Batteries have undergone development and
experimentation since the late 19th century, but even then were not ready for immediate application.
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Table 2.2 Some batteries and their capacities

Type Specific ES capacity
(Wh/kg)

Lifetime
cycles

Lead–acid (automotive) 33 300–1000
Lead–acid (commercial) 29 1600
NiCd 24 2000–3000
NiFe (Edison cell) 23 2000
AgZn 185–220 200
AgCd 110–165 500
NaS (250–350◦C) 220 –
LiCl2 (600◦C) 440 –

Source: Meinel and Meinel (1977).

Articles written around 1900 suggested that inexpensive and long-lived batteries were just around
the corner. Unfortunately, that corner has not yet been turned, in terms of all desired battery char-
acteristics, but some claim that such advanced batteries are “almost here.” The batteries that come
closest to having the lifetime characteristics and ES capacities needed for many modern applications
are sodium or lithium batteries, which have recently been the subject of intensive development at a
number of laboratories. These batteries must be maintained at high temperatures (several hundred
degrees Celsius) to operate, but exhibit high ES capacities per unit mass. Sodium batteries can, in
principle, store more than 200 Wh/kg, compared to the storage capacity of nickel–cadmium bat-
teries of about 24 Wh/kg. In addition to having high storage capacity, a battery for utility functions
must be able to tolerate repeated, full charge/discharge cycles. One thousand such cycles is a major
challenge for today’s batteries; yet a lifetime of 10,000 cycles is desirable. A comparison of storage
capacity and lifetime cycles for different types of batteries is given in Table 2.2.

Several terms are used to distinguish the characteristics of batteries in practical applications.
These characteristics are significant in determining which battery is appropriate for a particular
application. Five measures of merit for batteries for electric vehicles follow (Cassedy and
Grossman, 1998):

• Specific energy (or specific ES). This is an important factor in determining the range of the
battery, and can be defined as the amount of energy stored per unit weight or mass of a storage
technology in a particular vehicle application (often measured in Wh/kg).

• Energy density. Energy density refers to the amount of energy of a battery in direct relation
to its size, and can be defined as the total amount of energy a battery can store per liter of its
volume for a specified rate of discharge (Wh/L or Wh/m3). High energy density batteries have
a smaller size.

• Specific power or power density. This measure is an important factor for determining the
acceleration of the battery, and can be defined as the rate of energy delivery or power for the
storage per weight or mass of a storage technology in a particular vehicle application (often
measured in W/kg). Specific power is at its highest when the battery is fully charged. As the
battery is discharged, the specific power decreases, and acceleration also decreases. Specific
power is usually measured at 80% of the depth of discharge. The driving range of a vehicle is
roughly proportional to its specific energy, whereas the speed capability is nearly proportional
to its specific power.

• Cycle life. The cycle life is total number of times a battery can be discharged and charged
during its life. When the battery can no longer hold a charge over 80%, its cycle life is considered
finished. The cycle of discharge and recharge for a battery can only be repeated a limited number
of times due to electrode and electrolyte deterioration, which determines the life of the battery.
For lead–acid batteries in automobiles, the life is around 300 cycles. If lead–acid batteries were
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used in a solar application with daily cycling, they clearly would last less than a year. Industrial-
grade lead–acid batteries can tolerate over five times the number of life cycles, but cost more
than twice as much as automobile units, and would not be economically viable for such service.

• Battery cost. This economic factor is expressed in dollars per kilowatt-hour ($/kWh).

Batteries are commercially available in many types and sizes. Although the most common type is
lead–acid batteries, there are other promising batteries that are explained later. Present-day batteries
generally are not suitable for most large-scale energy applications because of their weight, cost,
and/or performance characteristics.

Lead–Acid Batteries For years, the “lead–acid” battery has dominated the field. In this battery,
a lead compound (lead dioxide) at one electrode interacts with the sulfuric acid solution (the
electrolyte) that fills each cell. Electrons are released and flow through the circuit to the other
electrode (made of lead), providing the electric power. In the process, the lead compound reacts to
form sulfate and the sulfuric acid is diluted with water. The battery can be recharged by forcing
electric current through it (causing electrons to flow in the reverse direction). This process restores
both electrodes and the sulfuric acid at an energy-conversion efficiency of about 80%.

The specific ES capacity of a typical lead–acid battery is only 126 kJ/kg, assuming 100% effi-
cient conversion to electrical energy. The ES capacity of petrol is about 35,000 kJ/kg gross. After
considering that only about 18% of this energy can be converted to mechanical energy, the net ES
capacity is 6300 kJ/kg or 50 times as much as for the lead–acid battery.

The lead–acid battery operates on the principle of the galvanic cell, whose discovery goes back
to the 18th century. A single-cell battery consists of two electrodes immersed in an electrolyte
(Figure 2.6). Chemical reactions of the electrolyte with the substances at each of the two electrodes
release electrons with the potential to do electrical work. In the lead–acid battery, one electrode is
made of lead (Pb), the other electrode is of lead dioxide (PbO2), and the electrolyte is sulfuric acid
(H2SO4). For the battery to deliver electricity, electrons are supplied to the lead dioxide electrode
from the lead electrode. But as the energy is discharged, the chemical composition changes, as can
be seen by writing the electrochemical equation:

PbO2 + Pb + 2 H2SO4 → 2PbSO2 + 2 H2O

The products of the discharge appear on the right side. The lead sulfate (PbSO2) product is
deposited on the electrodes, while water goes into the solution of the electrolyte. These products
build up, of course, as the discharge progresses, and eventually the battery no longer produces
electricity. However, the reaction can be reversed. A storage battery can be recharged by a direct
current (DC) source (generator). The charge flow in the cell reverses and so do the reactions from
PbSO2 back to PbO2 on the positive electrode, to lead on the negative electrode, and to sulfuric
acid in the electrolyte.

Solid lead anode + − Solid lead-oxide cathode

Casing Liquid sulfuric acid
electrolyte

Figure 2.6 Schematic of a liquid-acid battery
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The lead–acid storage battery is generally too short-lived for many of the new applications
envisaged. It is also too heavy and bulky for many uses, especially electric vehicle applications.
Although proposed advanced batteries operate on the same galvanic principle as conventional
batteries, major innovations have been attempted in their construction and operation. In an effort
to avoid deposits and corrosion of solid electrodes, liquid electrodes were mostly designed and
tested in practical applications. In the experimental battery described earlier, the two electrodes
are comprised of molten sodium and a molten sulfur–carbon mixture. The use of these liquid
electrodes in the sodium–sulfur battery not only reduces corrosion but also increases the allowable
life cycles of the electrodes. But this battery has drawbacks in that it must operate at temperatures
of 300–350 ◦C, which can present a safety risk in electric vehicles, and it is too heavy and costly
for many practical uses.

Deep-cycle lead–acid batteries are available in three voltage sizes: 6-, 8-, and 12-V. For range,
6-V batteries are recommended because their specific energy is apparently higher. For performance,
12-V batteries are recommended, and these are popular with the newer components being used in
cars with 144-V systems. The new 8-V battery offers a good balance between the range of the 6-V
and the acceleration capabilities of the 12-V batteries.

Temperature has a direct effect on the performance of a lead–acid battery. The concentration
of sulfuric acid inside the battery varies with temperature. A battery being used in 0 ◦C weather
operates at only 70% of its capacity. Likewise, a battery being used in 43.3 ◦C weather operates
at 110% of its capacity. The most efficient temperature that battery manufacturers recommend is
25.5 ◦C. Because the temperature factor is more important in colder climates, insulated battery
boxes or thermal-management systems are highly recommended.

Maintaining batteries is very simple and requires little time. Each battery has three “flooded”
cells, or six, which require watering with distilled water once a month. In addition, batteries need
to be cleaned once every month with a solution of distilled water and baking soda to prevent
ion tracking. Ion tracking is a condition in which dirt or moisture on top of the battery forms a
conductive path from one terminal to another, or to a metal such as a battery rack. This can cause
the ground-fault interrupter to trip on some battery chargers when the car is charging. Ion tracking
is more prominent when the batteries are not stored in a protective enclosure or battery box.

Electrosource, a company in Austin, Texas, developed a horizon lead–acid battery. To develop
this battery, Electrosource invented a patented process to extrude lead onto fiberglass filaments
that are woven into grids in the battery’s electrode plates. The results are greater power capacity,
longer life cycle, deep discharge without degeneration, rapid recharge, and high specific energy.
The battery is sealed and maintenance free. Each battery is 12 V and costs about $440. Table 2.3
compares the conventional sealed lead–acid battery with the horizon lead–acid battery technology.

Nickel–Zinc (Ni–Zn), Nickel–Iron (Ni–Fe), and Nickel–Cadmium (Ni–Cd) batteries In addi-
tion to improved lead–acid batteries, two other batteries with metallic electrodes (Ni–Zn and Ni–Fe
batteries) are in advanced stages of development. The Ni–Zn battery uses dilute potassium hydrox-
ide as an electrolyte. The present weakness of this battery is its lifetime, which is limited to 200 to

Table 2.3 Comparison of conventional sealed lead–acid battery with the horizon lead–acid batterya

Characteristics Conventional lead–acid battery Horizon lead–acid battery

Specific energy (Wh/kg) 33 42
Energy density (Wh/L) 92 93
Specific power (W/kg) 75 240
Recharge time (hours) 8–16 <5
Cycle life (cycles) 400 800

aAdapted from Electrosource Inc.
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300 cycles. Research is directed toward extending this value to 300 to 500 cycles. Such lifetimes
may be sufficient for short-range urban driving where complete recharging is not often necessary.
This battery’s energy density of 65 Wh/kg is expected to be improved to at least 80 Wh/kg in the
future, while its power density of 175 W/kg is already excellent.

The Ni–Fe battery is similar to the Ni–Zn unit and, in fact, was first invented by Thomas Edison
in 1901 and only supplanted by the lead–acid battery in the 1920s. Currently, Ni–Fe batteries have
storage capacities of 50–55 Wh/kg and power densities of 100 W/kg. They have excellent lifetimes
(900 cycles have been demonstrated) but are somewhat bulky. A troublesome additional problem
with this battery is that hydrogen gas is evolved from the electrode, which both reduces battery
efficiency and creates a potential safety problem. Another difficulty with the Ni–Fe battery is that
its power output drops drastically at temperatures below 10 ◦C and it is inoperable at 0 ◦C or below.
Heaters may therefore be needed to make these batteries operable in cold climates. Nonetheless,
the Ni–Fe battery will probably be an attractive power source for trucks and buses.

The Ni–Fe and Ni–Cd batteries are viewed as near-term batteries. Ni–Cd batteries are already
in use in some countries, for example, Japan and Europe. They are apparently more expensive
than lead–acid batteries because nickel is costly. The advantages of Ni–Cd batteries are higher
energy density and higher cycle lives over 1000 charges. Although they can be recharged very
quickly, they have a tendency to overheat; also Cd is highly toxic and so recycling efforts have
to be managed very carefully. Although cadmium supplies are not large, it can be produced from
sources such as copper, lead, zinc, and cadmium recycling.

Ni–Fe batteries have high energy densities and are capable of over 1000 deep discharge cycles
before recharging. They need to be 11% overcharged to be charged. The result of the overcharging
is water loss and a build-up of hydrogen, which is a safety concern. Efforts are on to improve the
battery’s efficiency, which will reduce these problems.

Lithium–Iron Sulfide Batteries The lithium–iron sulfide battery has as a negative electrode an
alloy of aluminum and lithium, and iron sulfide as a positive electrode. The electrolyte is a molten
salt that must be kept well above its melting point of about 350 ◦C. This battery is potentially one
of the most suitable for electric vehicles. It is compact, with an energy/volume ratio projected at
better than 200 Wh/L, and has a correspondingly high energy density of 100 Wh/kg and a power
density of at least 100 W/kg. Despite the use of lithium, which is a fairly unstable metal that reacts
with water to release hydrogen, safety tests in which prototype cells were crushed produced no
combustion. Some significant engineering problems must be solved before the battery has a more
adequate life expectancy than its present value of only about 200 cycles. Commercialization of a
battery with a 1000 cycle lifetime is expected.

Although the lithium-ion battery was predicted to be a long-term battery, it is likely to be
available soon for lease to fleets. The promising aspects of the battery are its low memory effect,
high specific energy of 100 Wh/kg, high specific power of 300 W/kg, and a battery life of 1000
cycles. The battery has 28.8 V and consists of eight metal cylindrical cells encased in a resin module.
Each battery has a built-in cell controller to ensure that each cell is operating within a specified
voltage range of 2.5–4.2 V during charging and discharging. The cell controller communicates
with the vehicle’s battery controller to optimize power and energy usage. The disadvantages of
the lithium-ion battery are its high cost and the ventilation system required to keep the batteries
cool. The manufacturing costs are high because the battery uses an oxidized cobalt material for the
anode, a highly purified organic material for the electrolyte, and a complex cell control system.

The lithium (metal) sulfide battery is an elevated temperature battery based on a lithium
alloy/molten salt/metal sulfide electrochemical system. This system provides high specific power
for better acceleration. Other advantages include its small size, low weight, and low cost per
kilowatt-hour. The battery is composed of iron disulfide and lithium–aluminum alloy, which is
completely recyclable.

The lithium–polymer battery is based on thin film technology. The battery is expected to cost
20% more than lead–acid but deliver twice the energy, with a lifespan of 50,000 miles. It has an
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operating temperature between 65 ◦C and 120 ◦C. It can be fast charged in less then 90 min, but
can be damaged by overcharging. The major challenge confronting this technology is scaling up
its size to properly power an electric car.

Sodium–Sulfur (Na–S) Batteries The Na–S battery (Figure 2.7), like the lithium–iron sulfide
battery, requires high-temperature operation. It differs significantly from other advanced batteries
in that the electrodes are liquid (molten sodium or sulfur) and the electrolyte is a solid. The two
electrodes are separated by a ceramic material (beta-alumina), which allows passage of (or conducts)
sodium ions but not sodium atoms. The Na–S battery has adequate energy and power densities of
90 Wh/kg and 100 W/kg, respectively. Its volumetric energy density is expected to be at least 110
Wh/L. The major advantage of the liquid electrodes should be a long lifetime, because liquids are
much easier to reconstitute than solids. Lifetimes of greater than 1000 cycles are expected, and
the target for a sodium–sulfur battery for utility application is 2000 cycles. The Na–S battery has
durability and safety problems that are yet to be solved. Sodium is a very reactive metal, and the
necessary safety systems to protect an Na–S battery in case of a crash may make it too bulky for
electric vehicle use. However, the battery may turn out to be of interest to utilities.

The requirement that the lithium–iron sulfide and Na–S batteries be maintained at 400 ◦C may
appear to be a serious disadvantage. But because they are not 100% efficient, they do give off heat
on charging. If carefully insulated, this heat is sufficient most of the time. A small auxiliary heater
may be needed after long periods of inactivity.

The Na–S battery uses a ceramic beta-alumina electrolyte tube with sodium negative electrodes
and molten sulfur positive electrodes within a sealed insulated container. To keep the sulfur in a
molten state, the battery must be kept at a temperature of 300–350 ◦C. The batteries have built-in
heaters to keep the sodium and sulfur from solidifying. The battery costs seven times more than the
lead–acid batteries, but the price is expected to decrease during high volume production because
the materials to build the battery are plentiful and inexpensive. Na–S battery research is currently
being supported by various companies in the United States, United Kingdom, Canada, Germany,
Sweden, and so on.

The main disadvantage of the Na–S battery is the high temperature, which has raised
safety concerns. Also, the battery must be charged every 24 h to keep the sodium and sulfur
from solidifying.
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Figure 2.7 High-temperature sodium–sulfur battery (Wilbur, 1985)
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Other Batteries Other batteries that are even more advanced are also under investigation.
One, a sodium–sulfur battery with a glass electrolyte, looks promising. There is interest in
an aluminum–air battery that anticipates a high energy density. Because of its inexpensive
components, this battery also offers the potential advantage of mechanical replacement of the
aluminum plates instead of recharging.

One of the most promising battery technologies is the nickel–metal hydride (NiMH) battery. It is
composed of nontoxic recyclable materials and is environmentally friendly. The NiMH battery has
twice the range and cycle life of today’s lead–acid batteries. It is composed of nickel hydroxide and
a multicomponent engineered alloy consisting of vanadium, titanium, nickel, and other metals. It is
sealed, maintenance free, and can be charged in as quickly as 15 min. It can withstand overcharging
and over discharge abuse. Ovonic Battery of Troy, MI, is currently manufacturing NiMH batteries.

Sodium–nickel chloride (NaNiCl2) batteries are under development by AEG Anglo Batteries.
The battery operates at a temperature of 300 ◦C and is claimed by its manufacturer to be safe in
accidents, and operates even if one of its cells fails. The NaNiCl2 battery currently meets the future
goals for both energy and power density. The battery can be cooled and reheated without damage;
however, no current can be drawn from the battery if the temperature is below 270 ◦C. Costs to
produce the battery remain a challenge. Various car making companies, for example, Bavarian
Motor Works (BMW), Mercedes Benz, Opel, and Volkswagen (VW), are or have been testing their
electric cars with NaNiCl2 batteries.

The zinc–air battery developed by the Israeli firm Electric Fuel, Inc. is being used to power
40 test vans. After the battery pack or cassette is discharged, it is taken out of the vehicle and
replaced with another cassette. The cassette replacement is done in a matter of minutes with
highly automated equipment set up at various geographical locations. The discharged cassette has
its electrodes replaced with fresh ones and the cassette is used for another vehicle. The spent
electrodes are recycled and used to make new electrodes. The battery has an energy density 10
times that of lead–acid batteries.

The aluminum–air battery has aluminum plates added every 200 miles to replenish the used
aluminum. The aluminum plates react with oxygen in sodium hydroxide electrolyte solution to
form sodium aluminate. The sodium aluminate produces a byproduct of aluminum, aluminum
trihydroxide, which is removed and replaced with fresh aluminum. The aluminum–air battery will
probably be used by larger vehicles because of its size.

The nickel–hydrogen battery is currently under development by Johnson Controls. It is very
expensive but has a long life and is safe to operate. It is currently being used in spacecraft and
deep-water vehicles.

The nickel–zinc battery has more power than lead–acid batteries, but has a shorter discharge
cycle, making it useful only for short commutes.

The zinc–chloride battery has high energy but must have a complex system to recapture the
chlorine released during recharging.

The zinc–bromide battery developed by Johnson Controls stores electricity by plating zinc onto
a surface and then unplating it. A bromide electrolyte solution that is 80% water is pumped through
the battery to cause the plating and unplating reactions. Pure bromide is extremely toxic. Safety
issues were raised about the battery in a 1992 electric vehicle race when it was involved in an
accident. A hose that carried the bromide electrolyte became unconnected from the battery and
leaked onto the race track, releasing irritating fumes.

The nickel–zinc, zinc–chloride, and zinc–bromide batteries will probably not be used
commercially.

In the near future, electric vehicles are expected to be using advanced lead–acid batteries such
as the horizon sealed lead–acid battery. One of the most promising battery technologies is the
nickel–metal hydride battery. Although these batteries are expensive today, the price is expected
to decrease. Also, electric vehicles might be powered by lithium batteries such as the lithium-ion
battery now under development.



Energy Storage Systems 71

Developments in Batteries We discuss below some new developments in batteries. Our
understanding of batteries is about as old as our knowledge of electricity. In the not-too-distant
future, “advanced” lead–acid batteries with new design breakthroughs may achieve ES capacities
of 60 Wh/kg and 1000 cycle lifetimes. However, these figures of merit, which seem to be near the
limit for lead–acid batteries, are still insufficient for satisfactory vehicular range and acceleration.
Hence, battery researchers have begun to look at alternative materials, especially lighter elements.

During the past decades, research and development has been undertaken on batteries of
untraditional designs. The leading contenders for commercial success among these are the
lithium–metal sulfide, the zinc–chloride, and the sodium–sulfur batteries. All three of these (i) use
light elements in one or both electrodes to achieve higher energy densities and (ii) operate at elevated
temperatures. The zinc–chloride system must be at about 40 ◦C for its electrolyte to work properly;
the other two need to be at the 300 to 400 ◦C range to operate. Development of the zinc–chloride
battery was originally slowed because of the dangers of chlorine gas. A system that stores the chlo-
rine in a frozen form (as a chlorine hydrate) seems to have solved that problem. The zinc–chloride
battery will probably not be a candidate for most vehicular use because of its bulk, although it
may be useful in trucks and vans if its size and shape do not cause severe design problems.

New developments in batteries are important for the stand-alone operation of solar photovoltaic
and wind generators, for utilities as an alternative to pumped hydropower, and for electric vehicles.
All of these applications require major technical improvements and cost reductions for storages.
Advance battery concepts are typically variations on the conventional lead–acid battery.

It is clear that extending the lifetimes of batteries can make them more cost competitive. Devel-
opers of advanced batteries try to attain life cycles in excess of 2000 and lifetimes of over 10 years.
To put these values into context, it is noted that daily cycling would require 3650 cycles over a
10-year lifetime. For comparison, note that the lifetime of a conventional pumped storage plant can
be as high as 50 years, and the number of charge/discharge cycles presents no additional limitation
to that technology. This observation has important economic ramifications because the capital cost
of equipment is usually amortized over periods no longer than the working life of the equipment.
The relatively shorter lifetimes of present-day batteries mean that the projected costs of delivered
energy are more than 50% higher for batteries than for pumped hydropower. Thus, the cost to
the utility ratepayer is correspondingly higher for that fraction of the electric energy delivered by
batteries. In stand-alone processes utilizing batteries, such as remote wind generation, cost can be
considered in a similar manner, but with different operational parameters if high availability is the
objective. Regardless, achieving economic viability for large-scale wind or solar generation will
require significantly greater ES capacities. That is, such systems must be capable of storing the
equivalent of several days’ worth of energy usage so that they can deliver the energy at the normal
rate of daily consumption during periods of limited sunlight or wind.

To bring advanced batteries to market, a coordinated effort is now underway to improve the
development of battery technology. This effort has been undertaken by the United States Advanced
Battery Consortium (USABC), whose members include Ford, Chrysler, General Motors (GM),
utilities, the Department of Energy, national laboratories, and battery companies. The USABC
established a time line that includes goals for battery development. The time line established
around the year 2000 is divided into midterm and long-term goals as shown in Table 2.4.

Finally, there is a general need for the weight (or mass) and volume characteristics for batteries
to be relatively competitive with those for other conventional ES technologies. Weight is often the
most important technical requirement for batteries in such applications as electric vehicles where
the alternative storage is a tank of gasoline.

Organic Molecular Storage

The intermittent availability of solar radiation, its seasonal and geographical variations, and its
relatively low intensity, will limit the exploitation of that resource until it can be converted to
forms of energy that can be efficiently stored and transported. However, most technologies that
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Table 2.4 The mid- and long-term goals of the USABC

Characteristic Midterm goal Long-term goal

Specific energy (Wh/kg) 80 (100 is desirable) 200
Specific power (W/kg) 150 (200 is desirable) 400
Recharge time (hours) <6 3–6
Cycle life (cycles) 600 1000
Price ($/kWh) <150 <100

are presently available for the utilization of solar energy depend on the direct conversion of solar
radiation to low-grade heat or electricity, both of which are difficult to store. The process of
photosynthesis shows that endergonic photoreactions can convert radiative energy into storable
chemical energy and, for at least a century, there have been attempts to find biological systems for
the conversion of solar energy. In general, these efforts have been aimed at finding cyclic processes
in which an endergonic photochemical reaction is followed by exergonic regeneration. After the
second reaction, initial material is regenerated:

A + hν → B

B → A + useful energy

The general requirements for photochemical ES and conversion are discussed extensively else-
where (Wilbur, 1985). Here, we restrict our discussion to selected aspects of six requirements that
significantly affect the performance of organic systems for delivering heat. We point out the inter-
dependence of these factors, and indicate areas where conflicting demands arise when trying to
optimize them independently.

The efficiency of converting light into chemical energy by an endergonic photoreaction is subject
to limitations that arise from the quantum nature of photochemical processes. These limitations apply
to all quantum converters, including biological photosynthetic systems and photoelectric devices.

As shown in Figure 2.8, the photoreaction A → A∗ → B can be initiated only by photons
whose energies En match or exceed the energy E∗ of the excited state A∗ which is involved in
the photoreaction. Therefore, only the fraction E∗/En of the absorbed radiation is available for the
photoreaction. When this threshold effect is combined with the distribution of spectral intensities
in the terrestrial solar spectrum, one finds that the maximum possible efficiency of a quantum
process utilizing solar radiation depends on E∗, and reaches a maximum of about 44% at a value
of E∗ corresponding to a radiation wavelength of −1100 nm. At wavelengths that are more effective
photochemically but less abundant, this efficiency decreases (e.g., to 25% at about 550 nm and 10%
at about 390 nm). These efficiencies represent upper limits for any quantum converter operating
with solar radiation (for details, see Sasse (1977)).

The potential for ES in an organic photoreaction depends on the difference in the energy con-
tents of A and B, which can generally be recognized qualitatively by inspection of the structures
involved. For the reactions considered here, ES requires the formation of strained structures (i.e.,
photoproducts with bond lengths and angles that differ from “normal” values) and/or an apprecia-
ble loss of “resonance energy” (i.e., a decrease in stabilization by π-electron delocalization) in the
molecules concerned. The effects of strain and loss of resonance energy on the energy contents of
A and B can be qualitatively compared and quantitatively predicted.

The overall performance of a photochemical ES system delivering heat depends critically on the
temperature at which the exothermic reaction occurs, which in turn depends on the method used to
induce the release of heat from ES compound B. Traditionally, heat release is caused by heating
photoproduct B until the desired rate of heat evolution has been reached.



Energy Storage Systems 73

AA

En
B

E∗ ∆H

A∗

T

Figure 2.8 Representation of energy levels in a cyclic system converting light to heat. Only the fraction
E∗/En of the absorbed radiation can be used in the reaction A + hν → A∗ → B. T denotes the transition state
of the exothermic reaction B → A = �H

In general, the temperature ranges for heat evolution are mainly between 100 ◦C and 200 ◦C.
Thermal damage is a problem with compounds containing olefinic double bonds at these tem-
peratures, although aromatic dimers function without detectable damage at higher temperatures.
Unless especially stable compounds can be developed, for example, photochemically reactive aro-
matic fluorocarbons, heat-release temperatures in excess of approximately 220 ◦C probably cannot
be routinely employed. However, photochemical storage systems operating between 100 ◦C and
200 ◦C may be sufficiently applicable in solar heating, and cooling at the upper temperature limits
may not prevent the development of further interest in photochemical ES systems. Major improve-
ments in storage capacity are possible for all of the systems described here by improving and better
understanding the photophysical and photochemical characteristics of the ES compounds. Although
much quantitative work has been done on individual compounds, more research is needed into the
effects of structural modifications on photochemical and photophysical characteristics.

Some recognized areas for future investigation are the design of molecules that react sequentially
with photons of different energies, and the use in ES of molecules that store energy. Also, the
development of heterogeneous sensitizers is likely to offer important advantages both by extending
the useful range of the solar spectrum and by simplifying the thermal steps involved.

Chemical Heat Pump Storage

The system is based on a discontinuously working solid state absorption heat pump incorporating
a storage function. The operating principle is as follows: two chambers are connected, as shown in
Figure 2.9. Chamber I is the energy accumulator containing the vapor-absorbing salt (Na2S), and
chamber II is the condenser/evaporator containing the working fluid (H2O). For the reversible chem-
ical reaction in this case, sodium sulfide and water are used as a working pair and the reaction is

Na2S · nH2O + heat ⇔ Na2S + nH2O

The system is charged by supplying heat from a heat source to chamber I so the vapor is driven
from the salt to chamber II, where the vapor condenses. The heat of condensation has to be removed
from chamber II, then called a condenser. If the system is completely charged, the discharge reaction
starts on the right side of the reaction balance. When the system starts to discharge, heat is supplied
to chamber II, then called an evaporator, to provide the latent heat of evaporation. At the same
time, heat is released in chamber I when the vapor is absorbed by the hygroscopic salt. The result
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Figure 2.9 Operating principle of a chemical heat pump system (Adapted from de Beijer, 1993)

is that chamber II can be used to produce cold, while chamber I can produce heat. The discharge
process stops when the fluid is completely evaporated, the reaction balance is then on the left side,
and the system must be charged again. The pressure–temperature curve above the sorption reaction
between Na2S and H2O lies about 55 ◦C from the vapor pressure curve of water. This temperature
difference is defined as the equilibrium temperature difference. This is the temperature difference
between the hot and the cold chamber in pressure equilibrium, that is, when no vapor is moving
from one chamber to the other and no heat is taken from or supplied to one of the chambers. If the
connection between the chambers is shut when the system is completely charged, the energy can
be stored for an indefinite period. Both chambers may then reach equal temperatures without vapor
moving from the evaporator to the accumulator; the losses are restricted to the loss of sensible heat,
which is about 3–5% of the total heat stored. Details on this technology are provided by Beijer
and Klein (1992) and de Beijer (1993).

The system also works with other absorbers and working fluids. Although the power output
level is usually of the same order of magnitude, the storage capacity depends on the physical and
chemical properties of the absorber and working fluid used. For applications where heat storage is
an important qualification, the use of Na2S and H2O leads to the highest possible ES density.

On a per kilogram basis, Na2S can store 1.1 kWh of energy. During the discharge process,
about 1.05 kWh of heat can be released per kilogram of Na2S. The cooling capacity of the system
is about 0.75 kWh per kilogram of Na2S, so the theoretical cooling factor is about 0.7. Cooling
can be provided from ambient to 0 ◦C; below this point, the water in the evaporator freezes.
By using heat exchangers in which the vapor absorbing salt is not integrated, like those used in
comparable systems in the past, maximum power outputs of about 40 W/kg salt can be attained. By
integration and optimization of the heat exchanger and the crystal structure of the salt, the system
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has considerably improved power output per kilogram of salt. Power outputs of over 1.5 kW of
heat and 1 kW/kg of Na2S have been achieved (de Beijer, 1993).

If there is a demand for high powers only and the internal temperature step of the heat pump
or the evaporation temperature must be adapted to an application, the use of other absorbers and
working fluids is recommended.

When used for air-conditioning in office and residential buildings, the system has the following
advantages (de Beijer, 1993):

• saving of energy and costs by using residual or waste heat;
• exploitation of the difference in the electricity rates between peak and nonpeak periods (e.g., the

day/night rate differential);
• reduction of the peak power payment to energy distribution companies;
• less capital investment in comparison to conventional systems;
• cooling of buildings using district heating, combined with heat or cold storage; and
• low maintenance cost, in large part because the system has no moving parts.

Some of the advantages which make the system suitable for applications in vehicles are

• high power density (150–220 W/kg);
• low specific system weight (4.5 kg per kWh); and
• low specific system volume (6 dm3 per kWh).

However, several basic problems which are encountered in these systems, include

• poor stability and side reactions of the working materials;
• low power output; and
• low efficiency.

Despite such challenges, the system has proved its technical applicability for heating, cooling,
and air-conditioning applications with low cost and thus exhibits strong market potential. There is
good opportunity to use alternative absorbents and working fluids in chemical heat pump storage
systems, and such systems look promising for the future, particularly for energy-conversion systems.

2.4.3 Biological Storage

Biological storage is the storage of energy in chemical form by means of biological processes and is
considered an important method of storage for long periods of time. In this book, we do not discuss
bioconversion, as it is not presently of practical interest, and limited information is available on bio-
logical ES. Note that if the quantum efficiency of biological processes can be increased by a factor
of 10 over its present efficiency of about 1%, interest in bioconversion for ES will likely increase.

2.4.4 Magnetic Storage

Energy can be stored in a magnetic field (e.g., in a large electromagnet). An advanced scheme
that employs superconducting materials is under development. At temperatures near absolute zero,
certain metals have almost no electrical resistance and thus large currents can circulate in them with
almost no losses. Because this scheme stores DC electricity, some losses are incurred in converting
standard AC power to and from DC, and some energy is used to drive the refrigeration device to
maintain the requisite low temperatures. Overall storage efficiencies of 80–90% are anticipated for
these superconducting magnetic ES systems.
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Magnetic storage is considered for two main purposes. First, large superconducting magnets
capable of storing 1000–10,000 MWh of electricity could be attractive as load-leveling devices
for central power stations, and may be cost-effective at such capacities. Second, smaller magnets
with storage capacities in the 10-kWh range may be cost-effective in smoothing out transmission
line loads, to better match short-term customer demands and generating equipment characteristics.
A small superconducting magnet that can help in meeting customer peak needs at the far end of
a transmission line could increase the effective load that the line can serve by as much as 25%,
producing cost savings that could offset in whole or part the additional costs of expanding the
transmission line capability.

The potential for highly efficient electrical ES is especially attractive for utilities, particularly
when energy costs increase. The storage coil in a superconducting magnetic ES would likely be
helical and located below ground. In order to obtain high current densities in the coil, and thereby
reduce the quantity of costly superconductor needed, one proposed storage system is recommended
for operation at 1.85 K. The storage unit could be charged during off-peak hours, with the electricity
discharged back to the grid at a later time to meet peaking needs. The unit would generally operate
on one charging and discharging cycle per day and would be connected to a three-phase utility
transmission line. As noted earlier, the storage system requires the conversion of alternating to direct
current for storage in the superconducting coil. An ES capacity of 1 GWh is typical of the size
that is considered commonly. As the costs are projected to be high, no large-scale superconducting
magnetic ES device is expected to be built in the foreseeable future. However, a small prototype
system is now being built for use on transmission lines to dampen rapid voltage variations that
occur with a periodicity on the order of seconds. The system has an ES capacity of 10 kWh and
is designed to respond in fractions of a second. If line variations are reliably damped, the effective
total capacity of the transmission system increases. The value of this increase in capacity is expected
to more than compensate for the cost of the storage system. The stabilization unit itself is similar
to the large-scale system for daily ES, but operates at the normal boiling point of helium.

2.4.5 Thermal Energy Storage (TES)

Thermal energy may be stored by elevating or lowering the temperature of a substance (i.e., altering
its sensible heat), by changing the phase of a substance (i.e., altering its latent heat) or through a
combination of the two. Both TES forms are expected to see extended applications as new energy
technologies are developed. TES is the temporary storage of high- or low-temperature energy for
later use. Examples of TES are the storage of solar energy for overnight heating, of summer heat for
winter use, of winter ice for space cooling in summer, and of the heat or cool generated electrically
during off-peak hours for use during subsequent peak demand hours. Solar energy, unlike fossil
fuels, is not available at all times. Even cooling loads, which nearly coincide with maximum levels
of solar radiation, are often present after sunset. TES can be an important means of offsetting the
mismatch between thermal energy availability and demand.

ES in the form of sensible heat changes appears very promising for the high-temperature storage
of large quantities of energy at fossil-fired power plants. Oil will likely be used as the storage
medium for this type of system.

The ES types discussed in the preceding sections of this chapter are applicable to electrical
energy. In thermal electrical generating systems, TES offers the possibility of storing energy before
its conversion to electricity.

Energy quality as measured by the temperatures of the materials entering, exiting, and stored
within a storage is an important consideration in TES. For example, one kilowatt-hour of energy
can be stored by heating one metric ton of water at 0.86 ◦C, or by heating 10 kg of water at 86 ◦C.
The latter case is more attractive in terms of energy quality as a wider range of tasks can be
accomplished with the higher temperature medium upon discharging the storage. For comparison,
it is pointed out that the quality of energy stored in mechanical ES is higher still as, for example,
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one kilowatt-hour of energy can also be stored by lifting one metric ton of water to a height of
about 314 m.

Energy demands in the commercial, industrial, utility, and residential sectors vary on a daily,
weekly, and seasonal basis. The use of TES in such varied sectors requires that the various TES
systems operate synergistically and that they be carefully matched to each specific application.
The use of TES for such thermal applications as space heating, hot water heating, cooling, air-
conditioning, and so on has recently received much attention. A variety of new TES techniques
has been developed over the past four or five decades in industrial countries. TES systems have
enormous potential for making the use of thermal equipment more effective and for facilitating
large-scale substitutions of energy resources economically. In general, a coordinated set of actions
is needed in several sectors of the energy system for the maximum potential benefits of thermal
and other types of ES to be realized.

Sensible heat changes in a material are dependent on its specific heat capacity and the temperature
change. Latent heat changes are the heat interactions associated with a phase change of a material
and occur at a constant temperature. Sensible heat storage systems commonly use rocks or water
as the storage medium. Latent heat storage systems can utilize a variety of phase change materials,
and usually store heat as the material changes from a solid to a liquid phase. We discuss each TES
type in detail separately in Chapter 3.

2.5 Hydrogen for Energy Storage
Energy can be stored in chemical form as hydrogen. The potential versatility of this low-density
gas for storing and transmitting energy has made it the subject of extensive research over the
last few decades and brought it increasingly into the energy news. The variety of end uses for
which hydrogen is well adapted includes being a fuel for electricity and/or heat production in
fuel cells or combustion engines and for powering transportation devices, in addition to being a
chemical commodity.

2.5.1 Storage Characteristics of Hydrogen

Hydrogen is not a source of energy. It does not exist in pure form to an appreciable extent on
this planet. Rather, hydrogen is useful as an intermediate energy form (an “energy carrier”), much
as electric energy is used today. Hydrogen has many advantages over electricity and thus is often
considered a complementary intermediate energy form. In particular, hydrogen can be stored more
easily and transported more inexpensively than electricity, and can deliver a much greater variety
of end-use forms (including electricity). Hydrogen is less advantageous than electricity in terms of
production costs.

Hydrogen has advantages and disadvantages as a medium for storing energy. Its energy density
on a mass basis is high (116,300 kJ/kg), compared, for instance, with a value of 46,520 kJ/kg for
jet aviation fuel and liquid methane. Hydrogen has a very low volumetric energy density, however,
and thus usually requires a large storage volume. For example, the volumetric energy density of
liquid hydrogen is only 20.9 × 106 kJ/m3, compared to a value of 34.84 × 106 kJ/m3 for gasoline.

2.5.2 Hydrogen Storage Technologies

It is more difficult to store hydrogen than most conventional chemical fuels. For example, whereas
gasoline can be stored in a relatively inexpensive tank, hydrogen requires either an expensive high-
pressure tank in which the steel is 100 times heavier than the hydrogen stored or a refrigerated,
vacuum-insulated dewar system which is both expensive and energy consuming. An alternative
hydrogen storage system absorbs hydrogen in metallic powders, forming hydrogen metallic com-
pounds (metal hydrides). These can be decomposed by the application of heat, releasing hydrogen.
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An additional favorable property of metal hydrides is that they release hydrogen steadily at approx-
imately a constant pressure. In a given volume, metal hydrides can hold an amount of hydrogen
about the same as can be stored as a liquid. However, metal hydrides are dense, so that most of
the weight in a storage system is due to the metal, not the hydrogen. A good candidate for metal
hydride storage is iron–titanium.

2.5.3 Hydrogen Production

Most commercially available hydrogen is produced at present from such hydrocarbons as methane
or other gases, and oil or similar petroleum products. The raw material from which most hydrogen
is likely to be produced in the future is water, which is abundantly available. By the application
of the required amount and form of energy, water can be separated into hydrogen and oxygen. A
significant amount of hydrogen is already produced by the electrolysis of water. Water electrolysis
is a relatively simple process in which positive and negative electrodes are immersed in water and
a voltage is applied. Gas bubbles then appear – hydrogen at the negative electrode and oxygen at
the positive electrode. The gases are prevented from diffusing to the other electrode by diaphragms
that allow electric current to pass, but not gas. In a perfectly efficient electrolytic cell, 94 kWh
of energy is needed to produce 28.3 m3 of hydrogen (at atmospheric pressure). Only 79 kWh of
that energy has to be electrical; the other 15 kWh of energy can be heat. This latter requirement
can be exploited by power engineers, as a large electric power plant can provide an electrolysis
plant with both electrical and thermal energy, the latter being otherwise unused. At present, most
electrolysis cells operate at energy efficiencies of about 60–75%, although it is noted that they use
a high-quality form of energy (electricity) to make a slightly lower quality form (chemical energy
as hydrogen). The prospects for large-scale electrolysis as a future process are not great. A process
that generates inexpensive electricity will likely make electrolytic production of hydrogen more
commercially attractive.

Water can be decomposed directly by thermal energy, but the temperature required for a reason-
able yield, approximately 2500 ◦C, is not readily available from nuclear reactors or other thermal
sources. It is possible, though not likely, that fusion reactors or even high-temperature gas-cooled
fission reactors could provide such temperatures in the future.

A more practical approach for using heat to dissociate water is through a thermochemical pro-
cess. In such a process, a series of chemical reactions takes place where the required energy is
supplied as heat. Most of the chemical products of the reactions are consumed in the other reac-
tions, and the net reaction is the decomposition of water into hydrogen and oxygen. However,
practical thermochemical reactions (e.g., those that produce at least half as much hydrogen per unit
of primary energy as electrolysis) appear to need temperatures of 900 ◦C or higher. Research is
nonetheless ongoing on thermochemical hydrogen production processes that utilize heat at signif-
icantly lower temperatures (approximately 500 ◦C), like the copper–chlorine cycle, in hopes that
the lower temperature thermal requirement can make them more viable.

Direct thermal dissociation or these more complicated thermochemical water decomposition
processes are attractive because they upgrade heat to hydrogen. By bypassing the less efficient pro-
duction of electricity needed for electrolysis, they have a thermodynamic advantage. Unfortunately,
this advantage depends on temperature, and the routine availability of such temperatures from suit-
able energy source may necessitate the successful development of advanced nuclear reactors or
large-scale solar installations using lenses or mirrors to concentrate energy.

Another technique for hydrogen production that is undergoing laboratory development and which
holds some future promise is photoelectrolysis. In this process, the electrodes are semiconductors
which are immersed in an aqueous solution, and which produce an electric current and voltage
when exposed to sunlight. This current then drives an electrolysis process. The process works well
at the laboratory scale, but some difficulties need to be resolved. For instance, a physical separation
process needs to be developed for the hydrogen and oxygen generated, as these gases are presently
mixed in the electrolyte, posing an explosion hazard.
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Table 2.5 A technical comparison of ES technologies

ES technology ESD) MPD) SE MSP CSL TDT UL AA
(kJ/m3) (kW/m3) (kJ/kg) (kW/kg) (s)

• Mechanical ES
–Flywheels 5 × 104 5 × 103 6 0.6 Days 1–103 20 years RB/SA
–Compressed aira 104 1 – – Weeks 104 –105 20 years EU
–Pumped hydrostorageb 103 0.1 1 1 × 10−4 Weeks 104 –105 20 years EU

• Thermal ES
–Sensible heat

High-temperature oil 105 10 100 0.01 Days 104 –105 20 years EU
Low-temperature

rocks
3 × 104 3 10 0.001 Days 104 –105 20 years RH

–Latent heat
Various salts 3 × 105 30 100 0.01 Weeks 104 –105 102 –103 cycles RH

• Electromagnetic ES
–Capacitorsc 100 108 0.3 3 × 105 Days 10−6 –10−3 104 cycles SA
–Magnets/coilsd 105 10 1000 0.1 Days 10−3 –105 20 years EU/SA

• Chemical ES
–Batteriese

Pb acid 5 × 104 5 100 10 Weeks 10–104 103 cycles ES/SLI/AP
Othersf 10 10 500 – Weeks 10–105 103 –105 cycles EU/SA/AP

–Hydrogeng 9 × 106 – 105 – Months 104 –105 20 years EU/SA/AP
–Methanol 2 × 107 – 3 × 104 – Months 104 –105 20 years EU/SA/AP

ESD, energy storage density; MPD, maximum power density (based on minimum possible discharge times,
except for those technologies where the device is for electric utility diurnal storage applications); SE, specific
energy; MSP, maximum specific power (based on minimum possible discharge times, except for those tech-
nologies where the device is for electric utility diurnal storage applications); CSL, charged shelf life; TDT,
typical discharge time (minimum discharge times are usually for partial discharges, but for specific technolo-
gies, smaller units can be discharged faster than larger units); UL, useful life in cycles and years (for economic
considerations, a lifetime of 20 years is equivalent to an infinite life, but there is no indication that the various
devices given a 20-year life expectancy in the table will wear out in 20 years); AA, application area; EU, electric
utility diurnal storage; ES, emergency service for electric power system failure, and so on; SLI, automotive-
starting, lighting, and ignition; RB, regenerative braking; RH, residential heating; SA, special applications; AP,
automotive propulsion.
aData for compressed gas are based on the plant installed at Huntorf, Germany.
bData for pumped hydrostorage are based on the facility at Ludington, Michigan.
cData are for oil-impregnated-paper capacitive ES systems.
dMost data are for a 104-MWh superconducting coil constructed underground and used for diurnal storage in
an electric power system. Energy density is based on excavated volume.
eMost data are based on a diurnal ES application. Automotive propulsion batteries will have higher power
rating.
f Several advanced battery systems were proposed for automotive propulsion and electric utility applications.
gStorage efficiency depends on the type of hydrogen storage, and storage cost depends on the medium used.
Liquid hydrogen storage is less efficient but less expensive than metal hydride storage. Power and storage
capacities are almost unrelated for hydrogen storage.
Source: Hassenzahl (1981).

Other hydrogen production processes that are being researched or are at the early stages of
development, and therefore are of uncertain practicality, are being considered; for example, another
hydrogen production process is biophotolysis. In this process, enzymes from algae help split water.

In general, for hydrogen to compete with electricity as an intermediate energy form, it appears
that highly efficient water electrolysis systems using very inexpensive base-load electricity will
have to become available or technological breakthroughs in other hydrogen production processes
will have to occur.
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Table 2.6 Capital costs and efficiencies for ES devices

State-of-the-art technology Future technology goal

Technology Capital cost ($/kW) Efficiency (%) Capital cost ($/kW) Efficiency (%)

• Pumped hydro
–Above ground 300–500 71–74 – –
–Underground – – 500a 75

• Compressed air 770 50–52 600b 65–70
• Superconducting magnetic – – 2600c 80–90
• Batteries 600 75 35–55d 50–60
• Flywheels – – 1200 70
• Thermal

–Residential low temperature 200 100 150 100
–Industrial high temperatureb 400 70 200 85–95
–Commercial cooling 400 85–100 100 85–95
–Seasonal storage – – 200 60–70

• Hydrogen
–Daily storage 40–50 68–84 45 68
–Electrolytic productione 400–500 60–65 200–300 80–85

aSingle high-head pump turbine.
bCost basis is system with 8-h storage capacity (with no fuel consumption).
cCost basis is system with 11-h storage capacity.
dCost basis is vehicle battery with 2-h storage capacity.
eEfficiencies for electrolysis plant only.
Source: (Wilbur, 1985).

An indirect use of hydrogen as an ES medium is through hydrogen-derived fuels. These are
chemical commodities that are produced using hydrogen, and their production processes often
include hydrogen production as one part of the overall process. Examples of hydrogen-derived
fuels include methanol and ammonia. These commodities have some advantages over hydrogen
(e.g., methanol is a liquid at atmospheric conditions and thus easily handled). However, these fuels
can also have disadvantages relative to hydrogen.

2.6 Comparison of ES Technologies
Many attempts have been made in the past to compare ES technologies based on such factors as
efficiency, cost, application, and numerous other technical characteristics. Two such comparisons
are presented in Tables 2.5 and 2.6. These tables consider the main ES technologies discussed in
this chapter, as well as others, which, for several reasons, were not mentioned. The uncertainties
about many ES technologies are evident in the tables, regarding present capabilities and future
prospects and expectations.

2.7 Concluding Remarks
The different ES systems discussed in this chapter have their own advantages and disadvantages
and are suitable for different energy forms. Where thermal energy is available and thermal demands
exist, but these are not necessarily coincident, TES is the most direct means of ES as it avoids the
need to convert energy from one form to another and the ensuing conversion losses. For the case
of solar energy in particular, TES appears to be the most efficient and effective means of storage.
Thus, TES is likely to have solar thermal applications in the future.
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Study Questions/Problems

2.1 What benefits do energy storage systems offer?

2.2 List some of the potential applications of energy storage options.

2.3 Classify energy storage methods and explain each in brief.

2.4 What are the primary criteria in selecting the location for underground pumped storage?

2.5 Classify compressed-air storage systems and explain each.

2.6 Explain how a flywheel works.

2.7 A flywheel is intended for a storage application. It has a weight of 10 kg, a diameter of 10 m, a
rotational speed of 1000 rad/s, a density of 3200 kg/m3, and a volume change of 0.80 m3. For the
system, k can be taken as 1

2 . Evaluate how much energy this flywheel can store.

2.8 List the key measures of merit for batteries.

2.9 What are the potential uses of hydrogen and its connection to energy storage options?

2.10 List the essential criteria for comparing energy storage methods.

2.11 Select a conventional car and estimate the specific fuel consumption for city driving, with and
without regenerative braking using an appropriate energy storage. Re-evaluate for highway driving
and comment on how the results differ from those for city driving.

2.12 Determine the capacity for electricity generation from pumped hydro at Niagara Falls, assessing
Canadian and American capacities separately. Determine the actual electricity generated over a
recent annual period from the pumped hydro facilities at Niagara Falls.
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2.13 What are the more important and common factors for selecting an energy storage for a transporta-
tion application, and how do these differ from the more important factors for a static application?

2.14 List and describe the processes for hydrogen production, and explain the advantages and disad-
vantages of each.

2.15 Identify possible hydrogen-derived fuels and explain their advantages and disadvantages as energy
storage media, relative to each other and relative to hydrogen.

2.16 Why does thermochemical storage often involve little if any thermal losses?



3
Thermal Energy Storage (TES)
Methods

3.1 Introduction
Energy demands in the commercial, industrial, and utility sectors vary on daily, weekly, and seasonal
bases. These demands can be matched with the help of thermal energy storage (TES) systems
that operate synergistically. The use of TES for thermal applications such as space and water
heating, cooling, air-conditioning, and so on has recently received much attention. A variety of
TES techniques have developed over the past four or five decades as industrial countries have
become highly electrified. Such TES systems have an enormous potential to make the use of
thermal energy equipment more effective and for facilitating large-scale energy substitutions from
an economic perspective. In general, a coordinated set of actions in several sectors of the energy
system is needed if the potential benefits of thermal storage are to be fully realized.

Many types of energy storage play an important role in energy conservation. In processes which
yield waste energy that can be recovered, energy storage can result in savings of premium fuels.

Energy may be stored in many ways, as pointed out in Chapter 2, but since in much of the
economy in many countries, energy is produced and transferred as heat, the potential for thermal
energy storage warrants study in detail.

Chemically charged batteries became common in the mid-19th century to provide power for
telegraphs, signal lighting, and other electrical devices. By the 1890s, central stations were providing
both heating and lighting, and many did both. Electric systems were almost all direct current (dc);
so, incorporating batteries was relatively easy. In 1896, Toledo inventor Homer T. Yaryan installed
a thermal storage tank at one of his low-temperature hot-water district-heating plants in that city to
permit the capture of excess heat when electric demand was high. Other plants used steam storage
tanks, which were generally not as successful. Other forms of TES were used to power street cars
in the 1890s, including compressed air and high-temperature water that was flashed into steam to
drive a steam engine. Electric cars and trucks were quite common prior to World War I, after which
gasoline-powered internal combustion engines became prevalent.

TES deals with the storage of energy by cooling, heating, melting, solidifying, or vaporizing a
material; the thermal energy becomes available when the process is reversed.

Storage by causing a material to rise or lower in temperature is called sensible heat storage; its
effectiveness depends on the specific heat of the storage material and, if volume is important, on
its density. Storage by phase change (the transition from solid to liquid or from liquid to vapor
with no change in temperature) is a mode of TES known as latent heat storage. Sensible storage
systems commonly use rocks, ground, or water as the storage medium, and the thermal energy is
stored by increasing the storage-medium temperature. Latent heat storage systems store energy in

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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phase change materials (PCMs), with the thermal energy stored when the material changes phase,
usually from a solid to a liquid. The specific heat of solidification/fusion or vaporization and the
temperature at which the phase change occurs are of design importance. Both sensible and latent
TES also may occur in the same storage material. In this chapter, TES is considered to include the
storage of heat through the reversible scission or reforming of chemical bonds.

PCMs are either packaged in specialized containers such as tubes, shallow panels, plastic bags,
and so on, or contained in conventional building elements (e.g., wall board and ceiling) or encap-
sulated as self-contained elements.

The oldest form of TES probably involves harvesting ice from lakes and rivers and storing
it in well-insulated warehouses for use throughout the year for almost all tasks that mechanical
refrigeration satisfies today, including preserving food, cooling drinks, and air-conditioning. The
Hungarian parliament building in Budapest is still air-conditioned, with ice harvested from Lake
Balaton in the winter.

TES has always been closely associated with solar installations, including both solar heating and
photovoltaic applications. Today, compressed-air storage, batteries, chilled and hot water storage,
ice storage, and flywheels are used, all designed to meet one or more of the purposes listed above.
Many utilities provide direct incentives for energy storage applications, while time-of-day rates and
high demand charges indirectly entice customers to consider these opportunities.

TES generally involves a temporary storage of high- or low-temperature thermal energy for later
use. Examples of TES are storage of solar energy for overnight heating, of summer heat for winter
use, of winter ice for space cooling in summer, and of heat or coolness generated electrically during
off-peak hours for use during subsequent peak demand hours. Solar energy, unlike energy from
fossil fuels, is not available all the time. Cooling loads, which nearly coincide with maximum levels
of solar radiation, are often present after sunset. This phenomenon is largely due to the time lag
between when objects are heated by solar energy and when they release the heat to the surrounding
air. TES can help offset this mismatch of availability and demand.

Energy plays a major role in the economic prosperity and the technological competitiveness of a
nation. Because predicting future availability, demand, and price of energy forms is at best approx-
imate and often imprecise, it is important to have a broad array of technologies available to meet
the energy needs of the future. Furthermore, the technologies developed should be those that ensure
energy security, efficiency, and environmental quality for a nation. TES is one such technology, and
it is being promoted because it can substantially reduce total energy consumption, thereby conserv-
ing indigenous fossil fuels and reducing costly oil imports. As technical and economic problems
and risks are reduced through proven performance, TES is expected to be accepted as an attractive
option in the industrial and commercial sectors that will lead to, among other benefits, increased
energy efficiency and environmental benefits. TES has been identified as a method for substantially
reducing peak electrical demands, thereby helping to ameliorate predicted peak-power shortages in
the future. TES provides a potentially economic means of using waste heat and climatic energy
resources to meet a significant portion of our growing needs for heating and cooling, especially for
industrial facilities and commercial buildings. Environmental benefits also accompany the use of
TES in many applications.

TES technology has been used in various forms and applications. Some of the more common
applications include the use of sensible TES (oils, molten salts) or latent TES (ice, phase change
material) for refrigeration and/or space heating and cooling needs. Research activities on TES are
continuing at various national laboratories, universities, and research centers throughout the world,
as well as at industrial facilities.

3.2 Thermal Energy
Thermal energy quantities differ in temperature. As the temperature of a substance increases, the
energy content also increases. The energy required E to heat a volume V of a substance from a
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temperature T1 to a temperature T2 is given by

E = mC(T2 − T1) = ρVC(T2 − T1)

where C is the specific heat of the substance. A given amount of energy may heat the same weight
or volume of other substances, and increase the temperature to a value greater or lower than T2.
The value of C may vary from about 1 kcal/kg ◦C for water to 0.0001 kcal/kg ◦C for some materials
at very low temperatures. Further information on such materials is available in Section 3.6.

The energy released by a material as its temperature is reduced, or absorbed by a material as its
temperature is increased, is called the sensible heat .

Latent heat is associated with the changes of state or phase change of a material. For example,
energy is required to convert ice to water, to change water to steam, and to melt paraffin wax. The
energy required to cause these changes is called the heat of fusion at the melting point and the heat
of vaporization at the boiling point. To illustrate, let us consider water, and suppose that we wish
to evaporate 1 kg of ice by converting it to liquid and then heating it until it boils. In this case,
80 kcal is required to melt the ice at 0 ◦C to water at 0 ◦C; then, about 100 kcal is needed to raise
the temperature of the water to l00 ◦C; finally, 540 kcal is needed to boil the water, giving a total
energy need of 720 kcal. The sensible heat for a given temperature change varies from one material
to another. The latent heat also varies significantly between different substances for a given type
of phase change.

It is relatively straightforward to determine the value of the sensible heat for solids and liquids,
but the situation is more complicated for gases. If a gas restricted to a certain volume is heated,
both the temperature and the pressure increases. The specific heat observed in this case is called
the specific heat at constant volume, Cv . If, instead the volume is allowed to vary and the pressure
is fixed, the specific heat at constant pressure, Cp, is obtained. The ratio Cp/Cv and the fraction of
the heat produced during compression can be saved, significantly affecting the storage efficiency.

3.3 Thermal Energy Storage
As an advanced energy technology , TES has attracted increasing interest for thermal applications
such as space heating, hot water, cooling, and air-conditioning. TES systems have the potential
for increasing the effective use of thermal energy equipment and for facilitating large-scale fuel
switching. Of most significance, TES is useful for addressing the mismatch between the supply and
demand of energy.

There are mainly two types of TES systems, sensible (e.g., water and rock) and latent
(e.g., water/ice and salt hydrates). The selection of a TES system mainly depends on the storage
period required, for example, diurnal or seasonal, economic viability, operating conditions, and so
on. Many research and development activities on energy have concentrated on efficient energy use
and energy conservation, and TES appears to be one of the more attractive thermal technologies
that has been developed.

TES is basically the temporary “holding” of energy for later use. The temperature at which the
energy is held in part determines the potential application. Examples of TES systems are storage
of solar energy for night and weekend use, of summer heat for winter space heating, and of ice
from winter for space cooling in summer. In addition, the heat or cool generated electrically during
off-peak hours can be used during subsequent peak demand hours. Solar energy, unlike energy
from fossil, nuclear, and some other fuels, is not available at all times. Even cooling loads, which
coincide somewhat with maximum levels of solar radiation but lag by a time period, are often
present after sunset. TES can provide an important mechanism to offset this mismatch between
times of energy availability and demand.

Increasing societal energy demands, shortages of fossil fuels, and concerns over environmental
impact are providing impetus to the development of renewable energy sources such as solar,
biomass, and wind energies. Because of their intermittent nature, effective utilization of these
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and other energy sources is in part dependent on the availability of efficient and effective energy
storage systems.

TES involves the storage of energy by heating (or cooling) or melting or vaporizing (or solidifying
or liquefying) a material, or through thermochemical reactions. The energy is recovered as heat
or cool when the process is reversed. Storage by causing a temperature rise is known as sensible
TES , and by causing a phase change as latent TES . Thermochemical thermal storage, in which a
chemical reaction that can be reversed absorbs energy, is described in detail in Chapter 2.

TES has a wide variety of applications, the majority of which relate to heating and cooling. TES
provides a link and buffer between a heat source and a heat user. A common example of a TES
is the solar hot water storage system. The energy source is solar radiation and the heat user is the
person demanding hot water. In this situation, storage is required because the energy supply rate is
small compared with the instantaneous demand, and because solar radiation is not always available
when hot water is demanded.

As an example of the cost savings and increased efficiency achievable through the use of TES,
consider the following case. In some climates, it is necessary to provide heating in winter and
cooling in summer. Typically, these services are provided by using energy to drive heaters and
air-conditioners. With TES, it is possible to store heat from the warm summer months for use in
winter, while the cold ambient temperatures of winter can charge a cool store and subsequently
provide cooling in summer. This is an example of seasonal storage, which can be used to help meet
the energy needs caused by seasonal fluctuations in temperature. Obviously, such a scheme requires
a great deal of storage capacity because of the large storage timescales. The same principle can be
applied on a smaller scale to smooth out daily temperature variations. For instance, solar energy
can be used to heat tiles on a floor during the day. At night, as the ambient temperature falls, the
tiles release their stored heat to slow the temperature drop in the room. Another example of a TES
application is the use of thermal storage to take advantage of off-peak electricity tariffs. Chiller
units can be run at night when the cost of electricity is relatively low. These units are used to cool a
thermal storage, which then provides cooling for air-conditioning throughout the day. Not only are
electricity costs reduced, but the efficiency of the chiller is increased because of the lower night-time
ambient temperatures, and the peak electricity demand is reduced for electrical-supply utilities.

3.3.1 Basic Principle of TES

The basic principle is the same in all TES applications. Energy is supplied to a storage system for
removal and use at a later time. What mainly varies is the scale of the storage and the storage method
used. Seasonal storage requires immense storage capacity. One seasonal TES method involves
storing heat in underground aquifers. Another suggested method is circulating warmed air into
underground caverns packed with solids to store sensible heat. The domestic version of this concept
is storing heat in hot rocks in a cellar. At the opposite end of the storage-duration spectrum is the
storage of heat on an hourly or daily basis. The previously mentioned use of tiles to store solar
radiation is a typical example, which is often applied in passive solar design.

TES Processes

A complete storage process involves at least three steps: charging, storing, and discharging. A simple
storage cycle can be illustrated as in Figure 3.1, in which the three steps are shown as distinct.
In practical systems, some of the steps may occur simultaneously (e.g., charging and storing), and
each step may occur more than once in each storage cycle.

In terms of storage media, a wide variety of choices exists depending on the temperature range
and application. For sensible heat storage, water is a common choice because, among its other
positive attributes, it has one of the highest specific heats of any liquid at ambient temperatures.
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Figure 3.1 The three processes in a general TES system: charging (left), storing (middle), and discharging
(right). Here the heat Ql is infiltrating and is positive in value for a cold thermal storage. If it is released, it
will be toward the surroundings and Ql will be negative. The heat flow is illustrated for the storing process,
but can occur in all three processes

While the specific heat of water is not as high as that for many solids, it has the advantage of being a
liquid that can easily be pumped to transport thermal energy. Being a liquid, water also allows good
heat-transfer rates. Solids have the advantage of higher specific heat capacities, which allow for
more compact storage units. When higher temperatures are involved, such as for preheating furnace
air supplies, solids become the preferred sensible heat stores. Usually refractories are then used as
the storage material. If the storage medium needs to be pumped, liquid metals are often used.

TES using latent heat changes has received a great deal of attention. The most common example
of latent heat storage is the conversion of water to ice. Cooling systems incorporating ice storage
have a distinct size advantage over equivalent-capacity chilled-water units because of the relatively
large amount of energy that is stored through the phase change. Size is the major advantage of
latent heat thermal storage. NASA has considered using lithium fluoride salts to store heat in the
zero-gravity environment of the space shuttle. Another interesting development is the use of PSMs
in wall paneling. These panels incorporate compounds that undergo solid-to-solid structural phase
changes. With the appropriate choice of material, phase change occurs at ambient temperature.
Then, these materials, when incorporated into the panels, act as high-density heat sinks/sources that
resist changes in ambient room temperature.

The other category of storing heat is through the use of reversible endothermic chemical
reactions, and in some literature this method is considered TES. However, we include it in
Chapter 2 separately as chemical heat storage technology. In this method, the reactions involve
the breaking and forming of chemical bonds; so, a great deal of energy can be stored per unit
mass of storage material. Although not currently viable, a variety of reactions are being explored.
These include catalytic reactions such as the steam reforming reaction with methane and the
decomposition of sulfur trioxide, and thermal dissociation reactions involving metal oxides and
metal hydrides. These reactions are expected to be useful in high-temperature nuclear cycles and
solar-energy systems, and as topping cycles for industrial boilers. At present, lower temperature
reactions (<300 ◦C) have not proven promising. TES can be an effective way of reducing costs
and increasing efficiency. While effective thermochemical storage is still some way off, latent
and sensible heat storage are already well established. In these cases, TES has the potential to
produce significant benefits, particularly for low-temperature heating and cooling applications.
These benefits should allow TES to gain wider acceptance.
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Topics of Investigation

TES systems combined with heating, cooling, and air-conditioning applications have attracted much
interest in recent years. Many related studies have been carried out in a variety of countries, particu-
larly in the United States, Europe, and Japan. These studies address technical issues arising from new
TES concepts and the improvements required in the performance of existing TES systems. Studies
have also investigated the design of compact TES systems and the use of TES in solar applications.
TES research and development has been broad based and productive, and directed toward both the
resolution of specific TES issues and the potential for new TES systems and storage materials. The
following discussions summarize many investigations and indicate the scope of TES studies.

During the past few decades, many articles have appeared in the literature reporting investi-
gations of TES systems and their applications (especially with solar energy), field performance
characteristics and evaluations, design fundamentals, transient behavior and thermal analyses, and
system and process optimization. In addition, theoretical, experimental, and numerical studies have
been undertaken on the thermophysical properties of new TES materials, TES selection criteria, the
integration of TES systems into solar power plants, and the economics and environmental effects
of TES. Some details on these studies are given below:

• For sensible heat storage, the performance and thermal characteristics of packed-bed storage
systems, the use of different storage materials, and uses for aquifer TES, water TES, and solar
ponds have been investigated, as have operating conditions, effectivenesses, economics, and so
on, for these systems.

• Thermal analyses of PCMs and their use for energy conservation in buildings have been carried
out. Experimental and theoretical investigations and performance evaluations of the PCMs in
latent heat storage applications have also been undertaken.

• Aspects of TES systems and materials during operation have been studied, including heat and
mass transfer, and transient behavior, and second-law optimization and performance.

• Many practical applications of solar heating using TES have also been reported.
• Numerous investigations have considered specific TES systems and applications, as well as

the general objectives of TES and the energy conservation, and related benefits of different
TES methods.

There is a growing interest in the use of diurnal, or daily, TES for electrical load management
in both new and existing buildings. TES technologies allow electricity consumption costs to be
reduced by shifting electrical heating and cooling demands to periods when electricity prices are
lower, usually during the night. Load shifting can also reduce demand charges, which can represent
a significant proportion of total electricity costs for commercial buildings.

Many TES studies aim to inform professionals concerned with heating and cooling systems in
buildings about the characteristics of TES, and to examine the development of relevant technologies
and assess their application in the field using data from case studies in different countries. Other
studies also consider factors influencing technology adoption.

Space heating using electric TES has been used extensively in Europe and North America. The
storage media can include ceramic brick, crushed rock, water, and building mass, and systems can
be either room or centrally based. Many improvements have been introduced in such systems in
the past few years, including the development of new PSMs for latent heat storage, which have
recently become available commercially.

Cool storage using ice, water, or eutectic salts as the storage media arewidely applied in the
United States, where summertime cooling requirements are high. This technology is also used in
Europe, often in combination with heat recovery and hot water storage, and in Australia, Canada,
Korea, Japan, Taiwan, and South Africa.

TES systems can be installed in both residential and commercial buildings, and can be cost
effective. Results from many of the monitored projects demonstrate payback periods of less than
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three years. If time-of-use tariffs exist, electricity costs to the consumer can be reduced by shifting
the main electrical loads to periods when electricity prices are lower. If demand charges are imple-
mented, a shifting or spreading of the load can reduce these significantly. To be effective, each
storage system must be sized and controlled to minimize electricity costs and other system costs.

District heating and cooling systems often also incorporate TES and can benefit from its careful
integration into the overall system.

Benefits from TES also accrue to the electricity utilities. The shifting of loads to off-peak
periods not only spreads the demand over the generating period, but may also enable electricity
output from the more expensive generating stations to be reduced. Worldwide, electrical util-
ity incentive programs promoting the use of storage technologies exist, many of them within
demand-side management programs. Such programs can greatly influence the economic feasibility
of installing thermal storage by offering financial rebates, information, or special electricity rates
for consumers.

Research and development programs for TES are needed in a number of areas, including the
following related to utility-based TES applications:

• Establishing quantitative models for ascertaining the effects and benefits of changes in storage-
capacity levels on service reliabilities, optimum generation mixes, and reserve margins. These
models need to incorporate detailed demand projections for the future that reflect probable
changes in utility load characteristics.

• Establishing the benefits of dispersed storage as a function of the geographic land use and demand
characteristics of utilities. The work should be carried out on a regional basis where possible,
and on an average national basis where necessary.

• Establishing the possible interactions between storage and load control for areas of differing
load characteristics.

• Relating dispersed storage to dispersed generation, particularly in the context of total
energy systems.

In parallel with such studies, there is a need for research and development support of promising
storage concepts in order to ensure their timely availability and that they include a wide range of
operating characteristics.

3.3.2 Benefits of TES

Although TES is used in a wide variety of applications, all are designed to operate on a cyclical
basis (usually daily, occasionally, seasonally). The systems achieve benefits by fulfilling one or
more of the following purposes:

• Increase generation capacity. Demand for heating, cooling, or power is seldom constant over
time, and the excess generation available during low-demand periods can be used to charge a
TES in order to increase the effective generation capacity during high-demand periods. This
process allows a smaller production unit to be installed (or to add capacity without purchasing
additional units), and results in a higher load factor for the units.

• Enable better operation of cogeneration plants. Combined heat and power, or cogeneration,
plants are generally operated to meet the demands of the connected thermal load, which often
results in excess electrical generation during periods of low electricity use. By incorporating
TES, the plant need not be operated to follow a load. Rather, it can be dispatched in more
advantageous ways (within some constraints).

• Shift energy purchases to low-cost periods. This measure constitutes the demand-side appli-
cation of the first purpose listed, and allows energy consumers subject to time-of-day pricing to
shift energy purchases from high- to low-cost periods.
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• Increase system reliability. Any form of energy storage, from the uninterruptable power
supply of a small personal computer to a large pumped storage project, normally increases
system reliability.

• Integration with other functions. In applications where on-site water storage is needed for
fire protection, it may be feasible to incorporate thermal storage into a common storage tank.
Likewise, equipment designed to solve power-quality problems may be adaptable to energy-
storage purposes.

One may ask: what is the most significant benefit of a TES system? A common answer is reducing
electric bills by using off-peak electricity to produce and store energy for daytime cooling. Indeed,
TES is successfully operating in offices, hospitals, schools, universities, airports, and other facilities
in many countries, shifting energy consumption from periods of peak electricity rates to periods of
lower rates. This benefit is accompanied by the additional advantage of lower demand charges.

3.3.3 Criteria for TES Evaluation

There are numerous criteria to evaluate TES systems and applications such as technical, environ-
mental, economic, energetic, sizing, feasibility, integration, and storage duration. Each of these
criteria should be considered carefully to ensure successful TES implementation.

Technical Criteria for TES

Independent technical criteria for storage systems are difficult to establish, since they are usually
case specific and are closely related to and generally affected by the economics of the resultant
systems. Nevertheless, certain technical criteria are desirable, although appropriate trade-offs must
be made with such other criteria as

• storage capacity,
• lifetime,
• size,
• cost,
• resources use,
• efficiency,
• commercial viability,
• safety,
• installation, and
• environmental standards.

Before proceeding with a project, a TES designer should possess or obtain technical informa-
tion on TES such as the types of storage appropriate for the application, the amount of storage
required, the effect of storage on system performance, reliability and cost, and the storage systems
or designs available.

TES is difficult to employ at sites that have severe space restrictions. Also, TES tanks often
have significant first capital costs. Financial analysis for TES-based projects can be complex,
although most consulting energy engineers are now capable of performing financial calculations
and evaluating TES benefits.

Environmental Criteria for TES

The basic design, materials, and operational practices that are used for TES should preferably not
overly impair public health or the natural ecology and environment. Materials should not be used
that are toxic or dangerous if released, or that could adversely affect the environment during the
manufacture, distribution, installation, or operation of the storage system.
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Economic Criteria for TES

The economic justification for storage systems normally requires that the annualized capital and
operating costs for TES be less than those required for primary generating equipment supplying
the same service loads and periods. In general, TES systems accrue fuel cost savings relative to
primary generating equipment, but often at the expense of higher initial capital costs.

The key performance characteristics involved in the evaluation of the cost effectiveness of
TES include

• hourly thermal loads for the peak day;
• the electrical load profile of the base-case system against which TES is being compared; and
• the size of the storage system and the control methods used.

Economic information that is needed includes

• electricity demand charges and time-of-use costs;
• the costs of the storage; and
• financial incentives available.

Economic evaluation and comparison parameters often determined include the simple payback
period. Other methods are also used to compare the annualized investment cost of a TES with
annual electricity cost savings.

Energy Savings Criteria for TES

The past few years have seen a significant shift in understanding about the economics and environ-
mental impact of TES. Today, well-designed TES systems can in some cases reduce the first costs
on some projects. Moreover, they can reduce the amount of electricity that a facility uses, not just
the amount it pays. Many project engineers now find that TES technology can significantly reduce
energy use and demand, which translates into lower operating costs.

In addition, TES provides environmental advantages by using electricity produced at night,
when utilities are generally operating their most efficient plants. As a result, significant savings
of “source energy” (coal, natural gas, oil, or nuclear fuel) accrue to electric utilities and reduce
pollutant emissions.

Air-conditioning typically accounts for a large portion of a building’s energy use. One or more
chillers are usually used to match the cooling load, which rises during the day and peaks in mid-
afternoon. With TES, peak electric use can be reduced, so that smaller chillers can handle the load.
In addition, air-cooled equipment can take advantage of lower night-time ambient temperatures to
increase operating efficiency. Also, since water from TES systems may be colder than conventional
chilled water, smaller pipes, pumps, and air handlers may be integrated into the building design.

Stored cooling capacity can be used alone to meet the entire cooling load (so chillers remain off
during the day) or to supplement chillers by satisfying part of the load.

Perhaps the greatest shift in thinking about the potential uses of TES comes from the growing use
of cold-air distribution. Cold-air distribution typically requires 30% less cold air than conventional
cooling systems for a similar load, resulting in smaller fans, ducts, and risers. The related cost
savings often offset the first-cost premium of TES.

The ability of cool storage to shift large amounts of peak electric demand to off-peak periods
usually leads to the greatest interest in TES. When combined with cold-air distribution, TES systems
can yield significant cost savings and improve a building’s energy efficiency and comfort level.
Yet, building owners often hesitate to use TES, erroneously believing that installing it is expensive.
TES paired with cold-air distribution offers a more efficient, and often more cost-effective, cooling
option, which is competitive with conventional technology and which offers promising payback
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periods. By integrating TES with cold-air distribution during the design and construction of office
and other buildings, building owners add floor space for useful purposes or rental. This space
becomes available because such systems require smaller air-handling units and often do not need
a mechanical room.

Careful designing of a TES often yields first-cost savings by permitting the use of

• smaller air-handling units,
• smaller ducts, and
• smaller variable air volume (VAV) boxes.

Cold-air distribution can increase the capacity of existing air-conditioning systems or be used to
replace older chillers. In general, existing fans and ductwork can be used, although in some cases
more duct insulation and upgraded diffusers or mixing boxes may be needed.

Fan energy usage in cold-air distribution is typically reduced by 30–40%. Actual long-term
energy-cost savings can often be even greater because compressor energy consumption is shifted
to less expensive, off-peak hours. Research by the Electric Power Research Institute (EPRI) in
the United States indicates that overall heating, ventilating and air conditioning (HVAC) operating
costs can be lowered by 20–60% by combining TES with cold-air distribution. In such combined
systems, conditioned spaces are maintained at 35–45% relative humidity, as compared to the
50–60% relative humidity often found with conventional systems. At lower humidity, occupants
perceive improved air quality. In humid climates, the cooling energy requirement may increase
slightly, but this is often offset by the inherent efficiencies of cold-air distribution.

Sizing Criteria for TES

A need exists for improved TES-sizing techniques as analyses of projects reveal both undersized
and oversized systems. Undersizing can result in poor levels of indoor comfort, while oversizing
results not only in higher than necessary initial costs, but also in the potential wasting of electricity
if more energy is stored than is required. Another requirement for successful TES that affects sizing
is proper installation and control. Using state-of-the-art equipment, properly designed and controlled
storage systems often do not use more energy than conventional heating and cooling equipments.

Performance data describing the use of TES for heating and cooling by shifting peak loads
to off-peak periods are limited, although the potential for such technologies is substantial. The
initial costs of such systems can be lower than those for other systems. To yield the benefits, new
construction techniques are required together with the use of more sophisticated thermal-design
calculations that are, as yet, unfamiliar to many designers.

The costs of TES systems for heating range from US$ 20 to US$ 60/kWh in Canada. A major
development over the last decade or so has been improved controls. Modern storage systems can
shift nearly all of the space-heating energy use to off-peak hours, whereas, with conventional
systems, only about 50% of the energy for heating is consumed during off-peak periods. Off-peak
periods typically last for more than 7 h (CADDET, 1997).

Energy use for conventional heating systems tends to be less than that for storage heaters for
rooms but greater than that for central brick- and water-storage systems. Base-case heating systems
vary greatly and include direct electric-resistance baseboard heating, heat pumps, and electric central
furnaces. Detailed comparisons of energy use for TES and base-case systems are often complicated
by variations in other parameters such as the age and thermal integrity of buildings and homes.

The use of off-peak storage for heating in commercial buildings is growing as manufacturers
produce more sophisticated storage equipment that is suited to larger buildings. Sizing of systems
can, however, be difficult because of the more complex energy considerations and variable occu-
pancy patterns for such buildings. Developments in energy control systems are enabling building
operators to control HVAC and lighting systems more effectively. These improvements, in turn,
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allow better integration of thermal energy storage with other energy systems. The payback periods
for such systems often range from one to ten years, depending on the capacity and application.

TES systems for cooling capacity have been most successful in larger buildings, although research
is underway on the development of smaller units. Unlike heat storage, part of the cost of cold storage
can be paid for through savings derived from the installation of a smaller chiller than would be
required for a conventional cooling system. Costs for cold TES often range from about US$ 15
to US$ 50/kWh, and many designers claim that initial costs for cold storage systems are below
those for conventional cooling (CADDET, 1997). Cold TES systems for most buildings use ice
or chilled-water on floor mass as the storage medium. The systems may include full, partial, and
demand-side storage. Payback periods for some systems, based on measured data and/or estimates,
vary from less than one year to 15 years.

Feasibility Criteria for TES

A variety of factors are known to dramatically influence the selection, implementation, and operation
of a TES system. Therefore, it is necessary to carry out a comprehensive feasibility assessment
that takes into consideration all parameters that impact on the cost and the benefits of the TES
systems considered. However, it is not always possible to follow all steps in a feasibility study for
an application and, in such instances, as many items should be considered and studied as possible.
In such TES feasibility studies, a checklist can be helpful in ensuring that significant issues related
to the project are addressed and details regarding the evaluation, selection, implementation, and
operation of the system are assessed correctly. Figure 3.2 provides a checklist that can be beneficial
to the TES industry and analysts involved in TES projects. A checklist completed in the preliminary
stages of the project guides the technical staff.

Integration Criteria for TES

When considering the integration of TES into an existing thermal facility, an additional checklist
(Figure 3.3) can assist in conducting the feasibility study for the TES system and its incorporation
into the facility. For a facility under design, the information required is generally the same as in
Figure 3.3, except that the database must be developed or estimated since there is lack of actual
operating data.

Storage Duration Criteria for TES

In practice, it is useful to characterize different types of TES depending on the storage duration:
short-, medium- or long-term.

Short-term storage is used to address peak power loads lasting a few hours to a day in order to
reduce the sizing of systems and/or to take advantage of energy-tariff daily structures. Short-term
is often called diurnal storage.

Medium- or long-term storage is recommended when waste heat or seasonal energy loads can be
transferred with a delay of a few weeks to several months. Long-term storages that take advantage
of seasonal climatic variations are often referred to as annual or seasonal storage.

TES can be separated into high- and low-temperature systems, where low-temperature TES is
the storage where heat enters and leaves at temperatures below approximately 120 ◦C. The storage
of cold or cooling capacity is also considered within this category. Low-temperature storage often
permits efficient utilization of heat that otherwise would have been partially or entirely wasted.
Low-temperature TES also permits the storage of heat obtained from solar radiation from day to
night or from summer to winter, and permits the storage of heat from central power plants, from
times of low-demand to hours of high-demand on both diurnal and seasonal bases.

TES also permits the storage of cold for air-conditioning purposes, from night to day and from
winter to summer. On a diurnal basis, the storage energy efficiency can exceed 90%, while on a
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Checklist for evaluating a general TES project

Please tick (√) items which are available or known. 

(    ) 1. Management objectives 

(    ) 2. Economic objectives 

(    ) 3. Financial parameters of the project 

(    ) 4. Available utility incentives 

(    ) 5. Status of TES system (a)  New    (    ) (b) Existing  (    ) 

(    ) 6. Net heating or cooling storage capacity

(    ) 7. Utility rates and associated energy charges 

(    ) 8. Loading type of TES system (a) Full      (    ) (b) Partial  (    )

(    ) 9. Best possible TES system options 

(    ) 10. Anticipated operating strategies for each TES system option

(    ) 11. Space availability for TES system (e.g. tank) 

(    ) 12. Type of TES system (a) Open   (    ) (b) Closed   (    )

(    ) 13. General implementation logistics of TES system under consideration 

(    ) 13.1. Status of TES system 

(    ) 13.2. TES system location

(    ) 13.3. Structural impact 

(    ) 13.4. Heat exchanger requirements 

(    ) 13.5. Piping arrangement 

(    ) 13.6. Automatic control requirements 

(    ) 13.7. New electrical service requirements 

(    ) 13.8. Others 

Signature:

Project Leader: 

Date:

Project Title and Number:

Figure 3.2 Checklist for evaluating a TES project

seasonal basis it usually is not much above 70%. Low-temperature TES has wide applicability in
domestic hot-water systems.

Another kind of diurnal TES is the use of electric heaters that produce heat at night using
low-cost electricity and store the thermal energy in the mass of bricks.

Table 3.1 provides information on diurnal and seasonal TES techniques for small- and large-scale
applications. Diurnal storage equipment often reduces HVAC costs or avoids the need for backup
heating or cooling equipment. Diurnal storage is increasingly used as a demand-side management
technology (especially with cold storage in air-conditioned buildings). Wider use of air-conditioning
in buildings combined with a need to reduce peak energy demands is motivating TES development.

Nonenergy regulations are rather neutral toward TES, although large-scale seasonal storage is
subject to a large number of codes and standards that may conflict with plans of building managers.
For short-term storage, safety (e.g., related to PCM handling), or hygiene regulations may to a
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Checklist for integrating TES into an existing thermal facility

Please tick (√) items which are available or known. 

Database

(    ) 1. Utility’s maximum incentive 

(    ) 2. Facility occupancy hours 

(    ) 3. Facility operating requirements 

(    ) 4. Existing physical constraints 

(    ) 5. Facility peak-day load and monthly average requirements 

(    ) 6. Historic energy consumption rates 

Analysis

(    ) 1. Best possible TES system options 

(    ) 2. General implementation logistics of each TES system under consideration 

(    ) 3. Plant's yearly energy consumption with or without a TES system 

(    ) 4. Size utilization factor for TES 

(    ) 5. Projected operating cost reduction for each TES system under consideration 

Conclusion

(    ) 1. Financial analysis 

(    ) 2. System implementation recommendation 

(    ) 3. Others 

Signature:

Project Leader: 

Date:

Project Title and Number:

Figure 3.3 Checklist for integrating TES into an existing thermal facility

Table 3.1 Storage durations for small- and large-scale applications

Small-scale/decentralized storage Large-scale/centralized storage

New Existing New Existing

Diurnal latent TES (e.g., salt hydrates) ++ ++ – –
Diurnal sensible TES ++ + – ++
Seasonal latent TES – – – –
Seasonal sensible TES (e.g., aquifers,

rocks)
+++ – +++ +

+++, high probability; ++, medium probability; +, low probability.
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certain extent hinder the development of TES markets. Insurance companies are often reluctant to
support the incorporation of products or equipments that have not received appropriate certification,
as is often the case with innovative devices.

3.3.4 TES Market Considerations

Since TES is an energy efficiency option that complements other energy conservation strategies,
government support could enhance the development of such technologies. At present, TES products
or equipments do not contribute significantly to international trade. A good level of knowledge of
TES exists in developed countries. The main area where trade could grow is ice storage, which is
already widely marketed in the United States.

Widespread implementation of large seasonal storage appears unlikely in the near future. In
France and other southern European countries, large-scale TES applications will likely remain
limited in part, because there are few district-heating (or cooling) networks. TES can be a valuable
complement to such networks. Table 3.2 compares TES application potential in France and the
United States. In practice, large-scale TES will face implementation challenges similar to those
for district heating, due to its complementary nature. Another challenge for TES technology is
the absence of an industry support group that can extol the benefits of TES, promote its use, and
provide information. Such support groups are common and important in other sectors.

Barriers to TES Adoption

Although TES technology is proven and economically viable, it is sometimes not readily accepted.
Barriers to TES adoption can be categorized into several types:

• lack of proper information;
• lack of commercial options;
• high initial cost; and
• infrastructure constraints.

The first of these barriers can be overcome with appropriate information dissemination and
related activities (on-site visits, publication of independent monitoring results, etc.). High initial
costs as a barrier can only be overcome by establishing reimbursable funds dedicated to large-
project investments. In the near term, TES developments are not likely to significantly reduce
TES initial costs. For example, the European community could arrange with banks a third-party
financing scheme for TES investment. Infrastructure constraints, such as the types of buildings and
energy infrastructures largely in place, seem to be the most difficult to overcome, because they
are linked to wider policy considerations, especially in the case of large-scale TES. For short-term
TES, support of renewable energy technologies in the building sector and of passive solar design
can help overcome this barrier.

Table 3.2 Comparison of potential TES implementation in France and the United States

Country Market area Predicted maximum Units in which
potential deployment by 2010 deployment is measured

France Seasonal storage 25–30 Number of sites
Diurnal storage 500,000 Number of dwellings

United States Diurnal storage 50 GW

Source: (Anon, 1990; Piette, 1990).
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Other barriers that hinder greater use of TES can be summarized as follows:

• decision makers often do not think about using TES, with the possible exception of ice storage
in air-conditioned buildings;

• long-term (seasonal) TES is perceived to be high risk;
• demonstration of economic long-term TES systems of local interest is lacking (e.g., in the imme-

diate future emphasis is likely to be on aquifer and borehole storage);
• short-term TES using PCMs is not fully developed, and safety and hygiene concerns exist for

PCMs; and
• insurance companies are not enthusiastic about systems using innovative products like TES that

have not yet received certification, and obtaining certification is expensive.

To overcome these barriers, priority should be given to the following:

• developing appropriate information packages on commercially developed TES systems aimed at
those with no previous knowledge of storage systems;

• carrying out technical development to improve performance and reduce costs;
• focusing in the short term on technologies for which local experience has been gained and

keeping systems as simple as possible;
• providing training on these systems for designers, operators, and builders;
• providing risk capital for construction of systems close to commercialization; and
• carrying out research and development on financially promising TES systems, including PCMs

suitable for use in the building industry, and innovative systems suitable for solar applications.

Maturity of TES

A large amount of TES technology has reached a level of maturity and begun to establish markets.
PCMs are still undergoing research and development, but they, nevertheless, have been demon-
strated and are commercially available. Thus, TES is mature and its lack of dissemination mostly
relates to barriers other than technical (e.g., financial). For large-scale seasonal storage, cost reduc-
tions can likely be obtained (e.g., by improving excavating techniques and large-store construction
methods). Demonstrations are needed of the use of PCMs in diurnal applications, especially by
integrating them into building components (ceiling, tiles, wallboards, shutters, etc.). A comparison
of TES system characteristics for diurnal applications is given in Table 3.3.

Market Position of TES

TES applications are at various states of development, depending on the country considered. Diurnal
heat storage has not taken on a large market share in any country, with the exception of cold storage
in air-conditioned buildings for demand-side management purposes (mostly in the United States,
Canada, and Japan, and in some commercial premises in Europe and pilot-project “zero energy”
houses in Finland). Diurnal cool storage in the United States has allowed about 15 GW of cooling
power to be shifted to off-peak periods. Seasonal storage has been investigated and tested in the
1980s, and the main sites are located in northern European countries (especially Sweden) and are
associated with district-heating networks. Seasonal storage in aquifers is well developed in China.

Large-seasonal TES facilities have been installed either to complement solar collection systems
in large-scale building projects or in association with district-heating plants. Long-term seasonal
TES development is thus linked to the market status of these technologies.

Individual houses or commercial (including office) buildings can use diurnal TES for either heat-
ing or cooling applications. Demonstration projects and information dissemination are, nevertheless,
needed to increase building managers’ awareness of these options. The needs of passive, hybrid,
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and other low-energy cooling techniques for some type of short-term cold TES should foster the
development of this kind of TES.

Market demands for TES are linked to general energy policy. For example, increased support
for and use of renewable energy would lead to large efforts to inform designers of active solar
technologies and others of the possibilities offered by TES.

Relatively high risks are perceived as existing for seasonal TES (especially when used with
an aquifer). Possible technical difficulties with pumps and exhaust water systems (clogged pump
strainers, choked filters) can lead to performance and safety problems, which in turn can induce
higher initial costs.

Ice storage is an exception to these concerns as many systems have been implemented and have
demonstrated a high cost effectiveness. When economic evaluations of TES are based on current
energy-price structures, risks are associated with modified price structures. Widely disseminated
information on successful operations can help reduce the perceived risks. Transfer and exchange of
knowledge internationally through detailed specifications can limit the risks of projects that have
been encountered in the past, and thus foster the development of TES.

Environmental legislation that directly controls the development of TES does not exist, but
growing concern for the water quality in aquifers and the use of various PCMs has caused some
TES technologies to be scrutinized and hindered decision makers from adopting them. Governments
are also concerned about ensuring that appropriate regulations are in place to ensure that TES
implementations do not cause environmental problems.

Financial factors affect TES marketability. For example, access to funds or the ability to raise
funds at reasonable interest rates may hinder potential investors. Access to funds does not constitute
a major barrier for TES technology, but the projected payback periods are often not appealing to
many decision makers in the building sector. Sometimes, a financial consortium is needed for large
TES facilities. Such consortia may include local authorities, which may or may not have access to
funds, and energy utilities, which can usually obtain necessary funding.

Long-term TES systems with large storage capacities (>1000 MWh) have been in use since the
1980s. The storage medium is generally water or rocks, and the “container” is often aquifers, rock
caverns, and underground boreholes. The main markets for long-term (seasonal) TES have been
located in northern European countries, particularly Sweden, where it is used in association with
large-scale district-heating schemes.

Short-term cool storage for air-conditioning has been found to be cost effective in applica-
tions in the United States and Canada; Japan and Europe have also used these systems. PCMs
are not yet fully developed for the building sector, although they have been used for certain
industrial applications.

In the future, TES appears to be able to help reduce the amount of heating and cooling systems
by 50–70%, which in turn can yield energy savings because of better efficiency of systems working
near to reference values. But TES losses can curtail some of the savings potential, lowering the
energy conservation potential of TES to approximately 5–10%.

3.3.5 TES Heating and Cooling Applications

The use of TES systems for thermal applications such as heating and cooling has recently received
much attention. In various energy sectors, the potential benefits of TES for heating and cooling
applications have been fully realized. In the following two subsections, we describe heating TES
and cooling TES in detail.

Heating TES

Electricity, natural gas, propane, or fuel oils can produce space heating. Heating TES using
electricity operates resistance heaters at night when electricity rates are low to produce heating
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capacity for use during the day. Electric-resistance efficiencies (near 100% on an energy basis)
combined with lower off-peak electric rates can produce heating at a fraction of the cost of
conventional systems. Heat produced by electrical resistance heaters at night is stored in such
storage media as earth materials or ceramic bricks in insulated containers. The production of heat
at night takes advantage of electric off-peak rates, which are generally 33–75% less expensive
than peak rates. When heat demand rises (e.g., for space heating), heat is recovered from the
storage unit and transferred into the room.

The use of earth as a TES medium is usually restricted to new construction, since the application
requires that electric resistance grids be placed 0.5 to 1 m in the ground, beneath a structure. The
need to place the grids under a building makes retrofit work extremely difficult for any facility
without a basement or crawlspace. For new construction applications, approximately 2 m of earth
directly below the structure is used for storage of heat produced by the grid. A rigid and waterproof
insulating material is placed vertically around the perimeter of the building and extends approxi-
mately four feet below the earth grade level. The insulation ensures that heat stored in the ground
is radiated mainly into the structure and not into the surrounding earth. The electric resistance grid
is covered with about two inches of sand and earth materials.

Ceramic bricks provide an excellent heat storage medium for retrofit as well as new construction
applications because of their modular sizes, ease of installation, and high heat-retention abilities.
These units are normally manufactured in various sizes and transported to building sites. The con-
struction of this type of TES normally consists of an insulated box, about the size of a conventional
radiant hot water or steam heating unit, filled with ceramic bricks. The number of bricks in a
module depends on the heat storage requirement. The unit also includes a small fan. The ceramic
bricks contain electric resistance strip heaters in their holes. During charging, the strip heating
units produce heat, which is absorbed by the ceramic bricks. The insulation surrounding the bricks
restricts heat losses from them. During the day, a conventional thermostat is used to control the
fractional horsepower fan that circulates air from the room across the ceramic bricks to recover
the stored heat and transports it into the room. The thermostat controller shuts the circulating fan
when the room temperature is acceptable.

Heating TES systems can be justified economically for most facilities which have significant
space heating needs and are billed under time-of-use electric rate schedules that have large differ-
entials between peak and off-peak electric consumption.

Cooling TES

Cooling TES can reduce cooling energy costs while maintaining a comfortable environment. Sum-
mer air-conditioning bills have two components: an electric demand charge and an electric usage
charge. The usage and demand charges are often further divided into peak and off-peak periods.
The peak operating period of electric air-conditioning systems normally occurs during the high-cost
demand and usage periods (i.e., the summer afternoon). TES systems are designed to shift the peak
operating period of electric air-conditioning systems to the less expensive night periods.

Air-conditioning systems cool by removing heat via a chilled-water network or directly from an
air stream. Most air-conditioning systems produce a cooling effect precisely when cooling is needed
in a building or room. Cool TES-based air-conditioning systems operate similarly, but remove heat
from an intermediate substance when the building does not need cooling, producing a cool reservoir
that is stored until there is a need for cooling. The intermediate substance is normally water, ice,
or eutectic salt solutions.

The most popular thermal storage medium is ice. The conversion of 1 kg of water to ice at 0 ◦C
requires the removal of 152 kJ of heat. Similarly, adding 152 kJ of heat to the ice causes water
at 0 ◦C to be formed. Ice TES operates in this fashion. At night, heat is removed from water
to produce ice (i.e., charging of the storage occurs). During the day when the building requires
cooling, heat is removed from the building and added to the ice (i.e., discharge occurs). The
melted ice is reused during the next charging period. The advantage of this cooling scheme is that
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the main electrically driven device in cooling systems, namely, the compressor motor, is operated
during low-electrical cost periods.

The previous example illustrates one design possibility. In another common design, the com-
pression system operates for the whole day to provide stored cooling at night and to partially meet
the cooling load during the day. This design usually requires the least investment.

Many cooling TES systems use chilled-water systems to transfer the cooling capacity from
the storage to the building air-distribution system. Although chilled-water distribution systems are
usually confined to large buildings with conventional air-conditioning, chilled water distribution
systems with TES are now being designed for smaller buildings.

Cooling TES systems are generally advantageous for a new facility that has large daytime cooling
loads and little or no cooling load at night. For retrofit situations, cooling TES is usually difficult
to justify unless the cooling system is being replaced because of old age or inadequate capacity.

TES can be a beneficial component of the refrigeration-based cooling technologies. TES can
significantly reduce the size of a refrigeration system and its electrical use during peak demand
periods. TES is typically employed at power plants that mainly meet peak loads or that have
significantly differing revenue structures for off-peak versus peak power.

For example, if a peaking gas turbine operates only 4 h per day, it usually does not make much
sense to build a refrigeration plant that also operates at full load for only 4 h per day. This is
because cooling capacity, unlike electricity, can be easily stored. It is usually more sensible to size
the refrigeration system to meet about 20% of the peak cooling load and, slowly, to make and store
cooling capacity during other periods so that it can be discharged during peak conditions.

TES and Gas Cooling

An alternative to cold TES is the use of gas engine-driven chillers or gas-fired absorption chillers
for peak cooling loads. The higher first cost of these refrigeration systems is comparable to
the high capital costs of TES tanks and infrastructure. The high-electrical load of a standard
vapor-compression refrigeration system is displaced by either of these gas-cooling alternatives.
A gas-engine chiller is often advantageous for a site that has limited operating hours per day per
year. A gas-fired absorption chiller can make sense for sites that have longer operating hours.

An additional benefit of TES and gas-cooling technologies is that they permit changes to a site’s
electrical infrastructure to be minimized. One challenge to back-fitting electric vapor-compression
systems to most sites is the placement and connection of a large transformer for the new electrical
loads. With TES and gas-cooling technologies, the electrical load of the new equipment is signifi-
cantly reduced, and there may be sufficient capacity in the plant’s existing control centers for the
smaller loads.

During the past decade there has been increasing interest in gas cooling with TES in power
generation industries, and cold TES and gas-cooling technologies are both expected to take more
prominent roles in advanced cooling projects in the future.

A combustion-turbine inlet-air cooling system, with and without storage, is shown in Figure 3.4.
The main components are the chiller, the cooling tower, the air coil, and interconnecting piping.
Cold fluid from the chiller is pumped through the air coil, where the coolant is heated and returned
to the chiller, while the inlet air is cooled prior to entering the compressor. The cooling tower
provides cooling water to the chiller condenser. Alternatively, an evaporative condenser can be used
with some types of chillers. Including storage and its associated piping loop increases the number
of system components, but allows the chiller and cooling tower components to be downsized,
assuming that cooling is not conducted for the whole day. Storage also significantly reduces peak
power consumption for electrically driven chiller systems.

The fundamental benefit of inlet-air cooling is that it can increase the efficiency of the gas
turbine system (see Figure 3.4). However, the technique entails additional costs. The main cost is
for the purchase and periodic maintenance of the inlet-air cooling system hardware. The energy
used to drive the chiller also results in a significant expense, although the cost varies significantly
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Figure 3.4 Generic inlet-air cooling system. (The cold storage inside the dotted line is optional.) (Adopted
from Brown et al., 1996)

depending on whether the chiller is thermally or electrically driven and the source of the thermal
or electric energy. Inclusion of an air-cooling coil within the inlet duct to the compressor causes
an additional pressure loss, with negative consequences to gas-turbine power output and efficiency,
but the impacts are generally less than 0.5% (Brown et al., 1996).

A common alternative to the inlet-air cooling system in Figure 3.4 is evaporative cooling. Direct-
contact evaporative cooling, accomplished by passing the inlet air through a wet media can be
particularly effective in drier climates. Analyses of inlet-air cooling normally consider evaporative
cooling as an option. Note that evaporative and refrigeration-based approaches should be considered
independently. Direct evaporative cooling followed by refrigerative cooling does not reduce the
refrigeration cooling load. Rather, it substitutes latent load for sensible load.

Incorporating storage into an inlet-air cooling system is desirable for downsizing the chiller and
heat-rejection components and significantly reducing peak electricity consumption for electrically
driven systems. The chiller is usually the most expensive component of such systems; so, reducing
its size and cost at the expense of adding storage and related piping can be cost effective. Reduc-
ing peak electricity consumption is important because increasing peak power output is usually the
primary objective of combustion-turbine inlet-air cooling. Chilled water and ice are the preferred
storage media for inlet-air cooling systems. Both are applicable to diurnal storage, and ice storage is
also applicable to weekly storage cycles. Seasonal storage of ice via engineered ice or snow ponds
or of chilled water in naturally occurring aquifers is also possible for inlet-air cooling, but these
concepts suffer from site-specific limitations, and have had only limited successful applications.
Eutectic salts are another storage medium possibility, but the salts are more expensive than water,
suffer availability losses on charge and discharge, and also suffer from limited application experi-
ence. Steel or concrete cylindrical tanks can be used for water or ice storage. External insulation is
usually sufficiently thick to avoid condensation. Chilled water is normally added and removed from
the bottom of water storage tanks, while warm water is added or removed from the top, so as to
form a thermally stratified tank. The preferred ice-making method uses a harvesting approach that
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periodically passes hot refrigerant from the compressor through the evaporator to release ice from
the evaporator surface. The ice falls from the evaporator and makes a pile within the tank. Several
evaporators are used to aid in distributing the ice. An alternative approach is to build up logs of
ice around evaporator coils that run back and forth throughout the tank. Although its defrost cycle
increases the effective cooling load by about 15%, the ice harvester is less costly to build because
it requires much less evaporator surface and refrigerant inventory.

Selection of the storage media for inlet-air cooling depends partly on the chiller type. Lithium-
bromide absorption chillers can only use water storage. Either water or ice storage is possible for
vapor-compression chillers. The principal advantage of ice is its greater cold storage density, and
the advantage of water is the mechanical simplicity of the storage system. Ice storage generally
allows the inlet air to be cooled to a lower temperature than that of water storage, but ice generation
requires a lower chiller evaporator temperature, which results in poorer chiller efficiency and higher
chiller cost.

3.3.6 TES Operating Characteristics

A major factor in determining the feasibility of TES is the shape of the daily electrical load curve
for a utility and its impact on the availability of energy for charging a TES. For example, an urban
utility with a summer peak demand may have a peak of moderate duration during the day and a
much reduced load for a short duration at night. Thus, the storage device may be required to supply
energy for 10 h during the day, while significant charging capacity is only available for 6 h at night.
Such a storage device would either have to be charged at a faster rate than it is discharged, or
operate on a weekly cycle with part of the charge taking place over the weekend.

The diverse operating conditions for different utilities cause substantial variations in the duty
cycles of TES systems. Table 3.4 summarizes the typical range of cycle characteristics for different
applications. The values assume a storage efficiency of 75%.

Diurnal versus Seasonal TES

The primary characteristic of a seasonal storage system is the very large capacity that is required (in
the order of a hundred times the capacity of a daily storage). Thermal losses become very important
for such long-term storage. More care is, therefore, taken to prevent thermal losses in a seasonal
system than in a system for daily storage. While diurnal systems can generally be installed within
a building, seasonal storage requires such large storage volumes that separate, or requires frequent
additional locations.

Table 3.4 Sample TES cycle characteristics

Duty-cycle characteristic Type of operation

Peaking duty Regular duty

Daily cycle Weekly cycle Daily cycle Weekly cycle

Discharge time (h/day) 2–8 2–8 9–14 9–14
Charge time (h/day)

Weekday 5–9 5–9 5–9 5–9
Weekend – 14–34 – 14 – 34

Charge/discharge ratio 0.8–2.1 0.1–2.1 1.3–3.7 0.8–2.4
Storage period (h) 2–8 4–26 9–14 17–47
Annual operating time (h) 350–1600 350–1600 2300–3600 2300–3600
(discharge time)

Source: Dinter et al. (1991).
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The capital costs associated with the size and insulation necessary for seasonal storage systems
have generally kept them from becoming economical. New technologies, increased energy costs,
and the general desire to conserve scarce energy sources may warrant a review of seasonal storage
systems. However, diurnal and other short-term storage will probably find broader application, and
in many instances will have greater impact in a country at any given time.

Individual versus Aggregate TES Systems

A size relationship similar to that for diurnal/seasonal applications results from the consideration
of individual versus aggregate use of TES systems. When individual units are aggregated into a
system large enough for buildings, the total storage volume becomes the sum of the volumes of
the individual units. With a larger volume, the lower surface–volume ratio of the aggregate unit
reduces the thermal losses for identical storage periods.

Lower unit-storage costs also generally result as size is increased by the aggregation of individual
systems. Depending on building and load density, however, thermal transmission costs and losses
can eliminate any savings arising from aggregation. Control can be more difficult when a single
aggregate storage system is used for several buildings. If individual accounts are maintained, cost
billings can be difficult as allocation of energy costs in an aggregated situation requires a fair and
inexpensive way of prorating thermal energy consumption.

Preferences for individual or aggregate systems depend on the circumstances of each particular
case. For applications characterized by small loads, building ownership, and a wide diversity in
consumption patterns, such as single family residences, aggregate systems are unlikely to be favored.

3.3.7 ASHRAE TES Standards

The American Society of Heating, Refrigerating and Air-conditioning Engineers (ASHRAE) pro-
vides testing standards for TES systems. ASHRAE TES standard 943 is called the “Method of
Testing Active Sensible TES Devices Based on Thermal Performance.” This sensible TES standard
(ASHRAE, 2000) is the second half of a revision of ASHRAE’s first TES standard, 94-77, “Meth-
ods of Testing Thermal Storage Devices Based on Thermal Performance.” The first half was issued
as ANSI/ASHRAE 94.1-1985, “Method of Testing Active Latent Heat Storage Devices Based on
Thermal Performance.” Sensible TES usually applies to heat storage in water or rocks or cool stor-
age in chilled water. This standard was prepared by a group of volunteers representing users, design
engineers, manufacturers, scientists, and the US federal government. Research sponsored by the
US Department of Energy and the Electric Power Research Institute in solar and off-peak energy
programs at government laboratories and universities has assisted TES standards development. The
major change in the new standards is to provide wider freedom to the supplier of the test device in
the choice of cycling time, capacity, maximum flow rate, and temperature range. Another important
revision is in making the stand-by heat loss test more practical and accurate.

Since storage is usually part of a system, total performance depends on more than just the
performance of the storage component. However, the results of this test procedure are intended to
provide stand-alone specification of the storage-components’ performance. The Standards Project
Committee that developed these TES standards hopes they will be used by manufacturers and others.

3.4 Solar Energy and TES
Solar energy is an important alternative energy source that will more likely be utilized in the future.
One main factor that limits the application of solar energy is that it is a cyclic, time-dependent
energy resource. Therefore, solar energy systems require energy storage to provide energy during
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the night and overcast periods. Although the need for TES also exists for many other thermal
applications, it is particularly notable for solar applications.

3.4.1 TES Challenges for Solar Applications

TES is important to the success of many intermittent energy sources in meeting demand. This prob-
lem is especially severe for solar energy, because it is usually needed most when solar availability
is lowest, namely, in winter. TES complicates solar energy systems in two main ways. First, a
TES subsystem must be large enough to permit the system to operate over periods of inadequate
sunshine. The alternative is to have a backup energy supply, which adds a capital cost and provides
a unit that remains idle. In the short run, solar energy can and probably needs to be integrated into
systems that also use conventional energy sources, such as fossil fuels. In the long run, however,
stand-alone solar energy systems may be desired.

The second major complication imposed by TES is that the primary collecting system must
be sufficiently large to build the supply of stored energy during periods of adequate insolation.
Thus, additional collecting area (and its additional capital cost) is needed. Examinations of typical
sunshine records show that even in the desert, the periods of cloudy and clear weather are about
equally spaced, a few days of one followed by a few days of the other. Partly cloudy days can greatly
affect performance and make the difference between practical and impractical energy storage. If
the total energy of a partly cloudy day can be collected, then the periods requiring energy storage
are greatly reduced.

Concentrating solar systems must cope with the intermittent nature of direct sunlight on a cloudy
day. Consequently, absorbers and boilers must be designed with care to avoid burn-out problems
when the sun suddenly returns with full brilliance. Non-concentrating systems face the fundamental
problem of trying to provide sufficiently high efficiency at medium temperatures to yield energy
output at a reasonable cost. Thus, TES costs must be reasonable.

3.4.2 TES Types and Solar Energy Systems

In solar energy applications, TES can provide savings in systems involving either simultaneous
heating and cooling, or heating and cooling at different times of the year. Most TES applications
involve a diurnal storage cycle; however, weekly and seasonal storage is also used. Solar energy
applications require storage of thermal energy for periods ranging from very short durations (e.g.,
buffer storage of minutes for solar thermal power plants) to annual cycle timescales. Most solar
energy systems use diurnal storage, where energy is stored for at most a day or two. Diurnal storage
offers a number of advantages, such as

• capital investments for storage and energy loss are usually low;
• devices are smaller and can easily be manufactured offsite; and
• sizing of daily storage for an application is not as critical as sizing for larger annual storages.

Seasonal storages do, nevertheless, have some advantages. Larger storages have lower heat losses
because of their lower surfacetovolume ratios. The need for backup systems can be eliminated, since
periods of adverse weather have little effect on the long-term thermal energy availability. Collector
areas can consequently be reduced. Also, annual TES systems complement welldesigned energy
management systems in which excess heat or coolness from the environment or adjacent structures
is saved for later use.

A TES designed primarily for the storage of solar energy is not necessarily restricted to that
source. It may be used to store surplus energy from the power plants, usually in the form of waste
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water, waste energy from air-conditioners or industrial processes, and so on. Such storage use may
not be applicable for small houses, but could be useful for largescale central heating systems.

A variety of active and passive systems for storage have been developed for the effective utiliza-
tion of solar energy. Passive systems, which do not need pumps are often suitable for smallscale
domestic applications, and are widely used throughout Europe and the United States. The five main
types of such passive systems are:

• direct heat gain,
• heat collection and storage,
• sun space,
• roof-top heat storage,
• thermosyphon.

Effective use of solar energy relies to such an extent on TES that solar systems without TES
facilities are probably only utilizable in the most rudimentary applications. Some examples of
solar thermal applications that do not need storage include solar grain driers, solar distillers, and
solar kilns. In these systems the solar heat is used immediately as it becomes available. However,
in solar space-heating applications the situation is different, because the solar system normally
provides more heat than demanded by the building during the collection period. Storage is required
to make such solar energy systems viable and attractive, in the long- or short-term.

3.4.3 Storage Durations and Solar Applications

Annual solar energy TES systems are designed to collect solar energy during the summer months
and retain the heat in storage for use during the following winter. Although the technology exists
to construct annual storage systems, and some have been demonstrated, it is challenging to make
these systems cost effective. The main impediment is the lack of a cost-effective means to contain
heat for long periods (e.g., three months). Ground-based TES has successfully been used in some
jurisdictions. Economic breakthroughs in TES are of course possible, possibly via annual storage
on a community-wide scale, which could reduce costs and dramatically improve the reliability of
solar heating.

Short-term solar energy TES systems are designed to store heat for up to a few days. Although
solar energy systems utilizing annual storage can contribute close to 100% of building heating needs,
short-term TES systems rarely contribute in excess of 60%. Nevertheless, short-term solar energy
TES systems can operate on a competitive basis with conventional fuels (Dincer et al., 1997a, b).

Any solar energy system has some degree of TES, either deliberately provided as a device in
which to store energy, or through the thermal inertia of the extensive system of collectors and
heat-transfer fluid. TES is considered cost effective only for short periods (hours to days), which
is generally not enough to carry a system through much winter weather. Making TES capacity
large enough is normally economically prohibitive. One exception is the special case of saline solar
ponds, which act as both solar collectors and TESs having weeks of storage capacity.

TES is often thought of in conjunction with solar energy, because the latter is often associated
only with technologies that translate sunlight directly into thermal energy or electricity. Solar
technology today includes a broad spectrum of concepts that differ greatly in their requirements for
storage. Plant matter, or biomass, is ideally storable for long periods. Wind power is another form
of indirectly derived solar energy that, even though is intermittent, is available more continuously
through the day and night than direct sunlight in many regions. TES is often important for solar
water heating, heating of buildings, and industrial heating processes.

A factor that may facilitate storage applications and the resolving of challenges is the movement
of the energy economy toward greater coordination of energy supplies and demands. Although
many people will not readily give up energy choices, the flexibility of use that occurred in the eras
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of inexpensive energy may be changing. Time-of-day electric pricing, already introduced in some
areas, is one example. The use of computer systems that automatically manage the energy load in
large office buildings is another. Such changes occur gradually and tend to create a social climate
in which solar energy is more acceptable.

Solar energy may also develop without storage in the future as there exist some configurations
in which solar power sources can be integrated with energy systems, particularly electric systems,
without bulk storage. Nevertheless, even with optimistic rates of growth, solar energy’s contribution
will remain relatively small in the near future. Thus, traditional energy systems can be used to
compensate for the fluctuations in solar energy supply. Solar energy can also be used to match the
fluctuating energy demand, particularly for electricity, without endangering the stability of electrical
networks. Since large quantities of electric power are routinely transmitted through long distances,
the electric network is particularly well-suited for smoothing and balancing solar-source power
fluctuations. If solar-derived energy grows to too large a fraction of the total, the overall stability
of an electric network might be adversely affected, but many studies indicate that this limitation is
unlikely to be a problem until solar power penetration reaches 15–20%.

3.4.4 Building Applications of TES and Solar Energy

The ability to store thermal energy is important for effective use of solar energy in buildings.
Today, much interest is focused on passive systems for space heating and active systems for water
heating. For building heating, conventional passive TES materials include water, rocks, masonry,
and concrete. To perform well, these storage materials must be massive because their allowable
temperature swings are limited by comfort conditions that must be maintained inside the building.

With lightweight-building construction practices commonplace in the United States, a lightweight
latent TES system which is easily installed in a building could be beneficial. One problem is the
effective and economic containment of a PCM in its liquid phase. Tubes, rods, bottles, and canisters
containing PCMs that melt in the room-temperature range have been studied with varying degrees
of success; most have proved uneconomical. A more interesting approach is a wallboard containing
a PCM. With the wallboard providing PCM containment as well as serving an architectural function,
the economics are improved. Further, the large heat-transfer area of the wallboard supports large
heat fluxes driven by small temperature differences.

Seasonal storage has been pilot-tested and used in a number of countries to store solar energy
for providing winter space heating, in conjunction with district-heating systems. Sweden has imple-
mented many such systems. A TES system examined by the University of Massachusetts at Amherst
(Tomlinson and Kannberg, 1990) started using a long-term seasonal thermal storage of solar heat
in a subsurface clay formation for heating a local athletic center. Use of seasonal storage can sub-
stantially reduce the cost of providing solar energy systems that can supply 100% of energy needs
because of the reduced collector area required. In high latitudes, storage is virtually essential to
provide a large percentage of heating from solar energy. The economics of scale favors relatively
large systems.

Commercial buildings are now becoming more complex. Not only are architectural features such
as atriums and skylights common, but sophisticated controls on HVAC equipment are being used
in an attempt to provide superior comfort and lower energy costs. These situations make it difficult
to determine the economic feasibility of TES systems and require computer simulation programs
to model the complex systems, controls, and economic parameters of commercial buildings.

The storage system is the heart of a solar heating and cooling system. Storage evens out the
extremes of temperature caused by the daily cycle of solar availability, permitting indoor tempera-
tures to remain comfortable during the day while providing heat at night. The storage component
of a solar energy system significantly affects the design and construction and therefore cost. The
storage medium and the “reliability” required of a system determine the size of the storage and,
to some degree, its location. Most storage systems are not sized to provide 100% of heating needs
when sunshine is not available. Since solar unavailability and availability are difficult to predict
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Figure 3.5 A solar rock-bed TES system (Harris et al., 1985)

in most cases, 100% storage systems would be very large, but most of the capacity would remain
unused most of the time. Being willing to tolerate some daily temperature swings can reduce the
size of such TES.

All substances have a thermal capacity and ability to hold a certain amount of heat. Water can
store large amounts of heat. Rock has about one-fifth the thermal capacity of water, but like brick
and concrete, it is more dense. Rock, when used as a storage medium, is usually placed in an
insulated bed under or attached to a building. Figure 3.5 illustrates a solar rock-bed TES system
with air-heating collectors. As can be seen from the figure, the air from the collectors carries the
absorbed solar heat to the rocks. As the heated air flows around the rocks, they absorb the heat,
and the cooled air returns to the solar collectors to be heated again.

3.4.5 Design Considerations for Solar Energy-Based TES

The energy from solar collectors tends to be at low temperatures and requires a large storage mass
when stored as sensible heat. Although the energy efficiency of solar collectors increases (and the
collector cost probably decreases) as the temperature of the collector output reduces toward the
space-conditioning comfort range of 20–25 ◦C, the overall mass and volume of the storage device
increase further. For most locations, however, a space-conditioning system using solar energy
needs to be supplemented by an electric- or fuel-powered auxiliary energy source. Thus, optimal
and synergistic use of both energy sources via TES is important in designing building structures
and TES systems.

A major question in the design of solar TES systems involves the quantity of solar energy to be
stored. The storage system must be adequate to supply heat not only during the night, but also for
several consecutive cloudy days if complete independence from external energy sources is desired.
In many regions, winter periods without sunshine are so long that complete independence is not
feasible. Furthermore, the solar-collector system, to achieve independence, must be sufficiently
large to heat the structure even while storing more heat for the next sunless period. Days can span
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less than 8 h during northern winters, and under such conditions, the costs of the combined collector
and storage system may effectively limit the extent to which the solar system can economically
supply the needed energy. If an alternate heating system with another energy source is needed as a
backup for extended sunless periods, then solar energy use may be even further limited. However,
if a storage system is economically justified, perhaps because it takes advantage of low off-peak
electricity prices, then storage of solar energy in addition may enhance that benefit.

The energy from solar collectors need not be used directly in space-conditioning systems. One
alternative and promising application is to use it as a heat source for a heat pump in a solar-
augmented heat-pump system. For such uses, the solar-collector outlet temperatures can be lower
than those achieved with direct heating, thereby increasing energy efficiency and probably reducing
cost. In addition, having higher source temperatures available for the heat pump increases its
coefficient of performance (COP) and reduces its electricity consumption. How the solar-augmented
heat-pump system operates depends, in part, on the energy storage provisions. With minimum or
no storage, the solar collector only improves the heat-pump efficiency during hours of sunlight.
With greater storage, the solar input also provides a reservoir of higher source temperatures for
heat-pump operations during sunless periods. If the overall system is designed to limit the heat-
pump operation to off-peak hours, then a dual storage system is necessary (one system for the
solar input storage and a second to store the heat-pump output energy for round-the-clock use in
space conditioning).

3.5 TES Methods
TES can aid in the efficient use and provision of thermal energy whenever there is a mismatch
between energy generation and use. Various subsets of TES processes have been investigated and
developed for building heating and cooling, industrial applications, and utility and space power
systems. The period of storage is an important factor. Diurnal storage systems have certain advan-
tages: capital investment and energy losses are usually low, and units are smaller and can easily be
manufactured offsite. The sizing of daily storage for each application is not nearly as critical as it
is for larger annual storage. Annual storage, however, may become economic only in multidwelling
or industrial park designs, and often requires expensive energy distribution systems and novel insti-
tutional arrangements related to ownership and financing. In solar TES applications, the optimum
energy storage duration is usually the one which offers the final delivered energy at minimum cost
when integrated with the collector field and backup into a final application.

Some of the media available for sensible and the latent TESs are classified in Table 3.5.

3.6 Sensible TES
In sensible TES, energy is stored by changing the temperature of a storage medium such as water,
air, oil, rock beds, bricks, sand, or soil. The amount of energy input to TES by a sensible heat device

Table 3.5 Available media for sensible and latent TES
systems

Sensible Latent
Short term Long term (annual) Short term

Rock beds Rock beds Inorganic materials
Earth beds Earth beds Organic materials
Water tanks Large water tanks Fatty acids

– Aquifers Aromatics
– Solar ponds –
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is proportional to the difference between the storage final and initial temperatures, the mass of the
storage medium, and its heat capacity. Each medium has its own advantages and disadvantages. For
example, water has approximately twice the specific heat of rock and soil. The high heat capacity
of water (∼4.2 kJ/kg ◦C) often makes water tanks a logical choice for TES systems that operate
in a temperature range needed for building heating or cooling. The relatively low heat capacity of
rocks and ceramics (∼0.84 kJ/kg ◦C) is somewhat offset by the large temperature changes possible
with these materials, and their relatively high densities (Tomlinson and Kannberg, 1990).

Sensible TES consists of a storage medium, a container, and input/output devices. Containers
must both retain the storage material and prevent losses of thermal energy. Thermal stratification,
the existence of a thermal gradient across storage, is desirable. Maintaining stratification is much
simpler in solid storage media than in fluids.

Sensible TES materials undergo no change in phase over the temperature range encountered in
the storage process. The amount of heat stored in a mass of material can be expressed as

Q = mcp�T = ρcpV �T

where cp is the specific heat of the storage material, �T is the temperature change, V is the volume
of storage material, and ρ is the density of the material.

The ability to store sensible heat for a given material strongly depends on the value of the
quantity ρcp. Water has a high value and is inexpensive but, being liquid, must be contained in a
better quality container than a solid.

Some common TES materials and their properties are presented in Table 3.6. To be useful in TES
applications, the material normally must be inexpensive and have a good thermal capacity. Another
important parameter in sensible TES is the rate at which heat can be released and extracted. This
characteristic is a function of thermal diffusivity. For this reason, iron shot is an excellent thermal
storage medium, having both high heat capacity and high thermal conductance.

For high-temperature sensible TES (i.e., up to several hundred degrees Celsius), iron and iron
oxide have thermal properties that are comparable to those of water per unit volume of storage.
The cost is moderate for either pellets of the oxide or metal balls. Since iron and its oxide have
similar thermal characteristics, the slow oxidization of the metal in a high-temperature liquid or air
system would not degrade its performance.

Table 3.6 Thermal capacities at 20 ◦C of some common TES materials

Material Density Specific heat Volumetric thermal
(kg/m3) (J/kg K) capacity (106 J/m3 K)

Clay 1458 879 1.28
Brick 1800 837 1.51
Sandstone 2200 712 1.57
Wood 700 2390 1.67
Concrete 2000 880 1.76
Glass 2710 837 2.27
Aluminum 2710 896 2.43
Iron 7900 452 3.57
Steel 7840 465 3.68
Gravelly earth 2050 1840 3.77
Magnetite 5177 752 3.89
Water 988 4182 4.17

Source: Norton (1992).
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Rock is a good sensible TES material from the standpoint of cost, but its volumetric thermal
capacity is only half that of water. Past studies have shown that rock storage bins are practical,
their main advantage being that they can easily be used for heat storage at above 100 ◦C.

3.6.1 Thermally Stratified TES Tanks

TES tanks for use in heating, air-conditioning, and other applications have, in general, received
increasing attention in recent years. Thermally stratified storage tanks, which have gradually seen
more widespread use recently, are now described.

Figure 3.6 shows, for a thermally stratified storage tank, the positions of the inlet and outlet for
well and poorly designed cases. Also shown is the thermally effective quantity of water that results
from these positions. Since the tank stores thermal energy for periods of at least several hours, heat
loss/gain occurs from the tank. The thermal-retaining performance of a tank is an important factor
in its design.

Types and Features of Various Stratified TES Tanks

The TES system most commonly employed at present is sensible TES utilizing water as the storage
medium. The term “thermal” storage is used instead of “heat” storage because the former implies
storage of heat or cold and the latter just heat. An effective TES tank utilizing water as the storage
medium satisfies the following three general requirements:

• The tank should be stratified, that is, it should hold separate volumes of water at different temper-
atures. Mixing of the volumes should be minimal, even during charging and discharging periods.

• The effective storage capacity should minimize the amount of dead water volume in the tank
(see Figure 3.6).

• The heat loss/gain from the tank should be minimized.

Many types of TES tanks have been developed to satisfy these requirements, the principal ones
being listed in Table 3.7.

A thermally naturally stratified storage tank has no inside partitions and has the following prin-
ciple of operation. Warm water has low density and floats to the top of the tank, while cooler water

Dead water
zone

Dead water
zone

Poor design Good design

Effective
portion

Figure 3.6 Position of inlet and outlet, and effective quantity of water (hatched regions), for a thermally
stratified TES (Shimizu and Fujita, 1985)
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Table 3.7 Types and features of various stratified TES tanks

Type Schematic representation Efficiency Remarks
of cross section

Continuous
multitank type

Medium Underground beam space
can be used effectively.
Insulation is difficult to
install.

Improved dipped
weir type

Construction is difficult

Thermally stratified
type

High Best suited for large-size
tank built aboveground

Movable diaphragm
type

High Diaphragm material is
problematical. Not easily
adapted to tanks with
internal pillars and beams

Multitank water
renewing type

High Underground beam space
can be utilized to some
extent. Heat loss is large

Shimizu and Fujita (1985).
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with higher density sinks to the bottom. The storage volume with this type of system is reduced
relative to other systems, because the dead water volume is relatively low and the energy efficiency
relatively high.

Design Considerations for Stratified TES Tanks

When designing a thermally stratified thermal storage tank, the following criteria can guide the
design process:

• Geometrical considerations. A deep water-storage container is desirable to improve thermal
stratification. The water inlet and outlet should be installed in a manner that produces a uniform
flow of water to avoid mixing. To minimize dead water volume, the outlet and inlet connections
should be located as close as possible to the top and bottom of the storage volume, respectively.
The surface area in contact with the storage water should be minimized.

• Operating considerations. The temperature difference between the upper and lower parts of the
tank should be large, at least 5–10 ◦C. Controls can be used to maintain fixed water temperatures
in the upper and lower parts of the tank if desired. The velocity of the water flowing into and
out of the tank should be low.

• Other considerations. The insulating and water-proofing characteristics of the tank should be
designed to meet appropriate specifications.

Stratified TES Tank Configurations

Several possible stratified storage concepts are depicted in Figure 3.7. The advantage of the single-
medium storage systems, in which the heat-transfer fluid is also the storage medium, is that no
internal heat exchange between the transfer fluid and the storage medium is necessary, thus avoiding
the consequential temperature losses. If the liquid has low thermal conductivity and permits good
thermal stratification (e.g., for water or thermal oil), the one tank thermocline concept requires

Single medium systems Dual medium systems

Hot

Hot

Fluid

Hot Hot

Hot

Cold

Cold

Cold Cold

ColdCold

Liquid storage medium in thermocline tank
No Internal heat exchange required

HTF = storage medium

Solid PCM storage medium
Direct contact heat exchange
Gas or fluid HTF bubbles

Solid thermocline
Direct contact HX
Gas or fluid channels

Solid storage medium
Tubular heat exchanger
Gas or fluid HTF

Phase change medium
Tubular heat exchanger
Gas or fluid transfer medium

Liquid storage medium in separate hot/cold tanks
No Internal exchange required

HTF = storage medium

Figure 3.7 Schematics of various tank configurations (HX: heat exchanger; HF: heat-transfer fluid) (Dinter
et al., 1991)
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the least tank volume, since the hot and cold media are contained in a single vessel. When the
storage-medium thermal conductivity is higher, as in molten salts or sodium, rapid equilibration
of hot and cold temperature regions occurs, making separate hot and cold tanks necessary. Since
in that case, twice as much tank volume as fluid content is required, a three-tank system in which
there is only 1.5 times as much tank volume as fluid content is often recommended. However, such
systems are difficult to control, involve extensive piping, and are subject to increased heat losses
from higher surface-to-volume ratios. Dual-medium concepts employ different transfer and storage
media often, because the storage medium (usually solid) is less expensive than the transfer fluid.
The transfer medium exchanges heat through direct or indirect contact with the storage medium,
forming a thermocline. Apart from the temperature drop between charging and discharging due
to the intermediate heat exchange, the dual-medium concept has another operational drawback
relative to single-medium hot/cold tank systems. While the latter keeps constant outlet temperatures
at charging and discharging until the tank is empty, in a dual medium storage system, the outlet
temperature of the heat-transfer medium increases the more it is charged and decreases the more it
is discharged, leading to unusable storage capacities (Dinter et al., 1991).

3.6.2 Concrete TES

Concrete is sometimes chosen because of its low cost, availability throughout the world, and easy
processing. Inexpensive aggregates to the concrete are widely available. Concrete has the following
characteristics as a storage medium:

• high specific heat;
• good mechanical properties (e.g., compressive strength);
• a thermal expansion coefficient near that of steel (pipe material); and
• high mechanical resistance to cyclic thermal loading.

When concrete is heated, a number of transformations and reactions take place which influ-
ence its strength and other physical properties. When concrete is heated to about 100 ◦C, water is
expelled (up to 130 kg of water per m3 of concrete). The remaining water (50 to 60 kg of water
per m3 concrete), either physically bound in smaller pores or held by chemisorption, is expelled
as temperatures rise from 120 to 600 ◦C. Most dehydration occurs between 30 and 300 ◦C. This
water loss reduces the weight of concrete by 2–4%. The specific heat decreases in the temperature
range between 20 and 120 ◦C, and the thermal conductivity decreases between 20 and 280 ◦C.
The mechanical properties are also slightly influenced by the loss of water; compressive strength
decreases by about 20% at 400 ◦C compared to that at ambient temperature. Resistance to thermal
cycling depends on the thermal expansion coefficients of the materials used in the concrete. To
minimize such problems, a basalt concrete is sometimes used. Steel needles and reinforcement are
sometimes added to the concrete to impede cracking. By doing so, the thermal conductivity is
increased by about 15% at 100 ◦C and 10% at 250 ◦C (Dinter et al., 1991).

Such concrete storage can be supplied as prefabricated plates. Alternatively, the concrete may
be poured on-site into large blocks, leading to easier and more economic construction. Whether
prefabricated plates or on-site pouring is advantageous depends on local conditions.

3.6.3 Rock and Water/Rock TES

Rock is an inexpensive TES material from the standpoint of cost, but its volumetric thermal
capacity is much less than that of water. Rock storage bins in home air-heating systems are
practical (Dincer, 1999). The advantage of rock over water is that it can easily be used for TES
above 100 ◦C. Rock-bed and water storage types can both be utilized in many ways. For example,
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Figure 3.8 Solar storage tanks: (a) heat storage tank directly tied to both the collector and the house heating
system, (b) sensible TES system using a heat exchanger to extract solar heat from a storage tank, and (c) Harry
Thomason’s technique using both water and stone as storage media

they may be used in conjunction with heat pumps to improve the efficiency of heat recovery, or
with more elaborate heat exchangers, or with each other.

Eldighidy (1991) conducted extensive theoretical and experimental investigations on solar storage
tanks with TES and indicated that water, rock beds, and PCMs are the most suitable storage media.
Three different configurations of storage tanks (Figure 3.8) for TES applications were examined.
The most common TES system has a water-filled container in direct contact with both the solar
collector and the house heating system (Figure 3.8a). Cool water from the bottom of the tank is
circulated to the collector for solar heating and then returned to the top of the tank. Warm water
from the top of the tank is circulated directly through baseboard radiators or radiant heating panels
inside the rooms. Figure 3.8(b) shows another system which consists of a copper coiled finned tube
immersed in the tank of solar heated water. Rocks are the most widely used storage medium for
air collectors.

One attractive storage method that uses both water and rocks as storage media is known as Harry
Thomason’s method (Figure 3.8c). In this system, heated water from the solar collector enters a
water tank at the top, sinks as it cools, and finally leaves at the tank bottom as it is recirculated to
the collectors. The water tank is surrounded by river rock through which air is circulated to carry
the heat into the house; the entire rock and water tank assembly is contained within insulated walls.
The advantage of this system is the high heat capacity of the water, and the extensive area of the
rock’s container leads to efficient transfer of heat to the air.

Rocks are sometimes the preferred storage medium over water for solar energy systems situ-
ated in northern latitudes. However, air/rock solar systems can, and in some instances do, make
provision for partial heat storage in water for domestic hot water use. Storage of heat in rocks
requires approximately three times as much space as an equivalent amount of heat in water. This
disadvantage is often overcome by cost advantages. Water containment in a TES or a swimming
pool is expensive. Combined with the higher capital and maintenance costs of a liquid collector, the
economics quickly favor the use of air collectors with rock storage for domestic heating applica-
tions. Liquid solar energy systems were chosen during the early stages of solar energy development
because of the superior heat-transfer characteristics of liquid over air. Initial solar energy collection
systems were able to capture slightly more than 50% of the incident solar radiation with liquid
collectors but barely 30% with air type collectors. Present air collectors, which incorporate devel-
opments in selective coatings, are beginning to match the energy efficiency of liquid collectors
while retaining simplicity, minimal maintenance, and low costs. The volume occupied by a rock
store is equal to approximately 1.6 m3 per m2 of collector. The average collector array for a typical
residence occupies an area of 30.4 m2. A rock store for a collector of this size occupies a volume
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equal to 4.6 m3 (e.g., rectangle of dimensions 1.5 m × 1.5 m × 2 m). Such a size usually does not
present a significant design problem with respect to interior living spaces.

Design Considerations for TES in Rocks

The rule of thumb for determining the size of a storage rock bed specifies that a collector area of 1 m2

is needed for an amount of rock of 1.6 m3. This rule assumes a home insulated to high standards and
situated in regions experiencing average levels of solar radiation. Regions experiencing significantly
higher levels of radiation may benefit from increasing store size if there is no corresponding
decrease in ambient temperature. An increase in store size in proportion to an increase in solar
radiation enables the system to store more heat for use during nonsolar periods of little or no solar
insolation. However, if the increase in solar radiation is accompanied by colder weather, such as
that experienced in mountainous terrain, there is probably no advantage in increasing the size of
the store. This is because the additional heat gain as a result of the increased radiation is dissipated
faster because of the accelerated heat loss caused by the lower ambient temperatures.

Storage configurations that are nearly cubic or slightly rectangular generally perform well. This
type of geometry allows for a high ratio of volume to surface area of containment. In heat stores,
an increase in surface area produces a corresponding increase in heat loss. Thus, heat retention can
be enhanced by keeping the surface area of the store to a minimum. A way of further reducing
surface area is to utilize cylindrical containment.

Washed gravel is preferable to crushed stone as a storage medium, because the resistance to air
flow of crushed stone is up to three times greater than that of washed gravel. The major constraint
associated with rock beds is that the rock should be uniform in size, which requires some sort of
screening. The recommended particle diameter is 2.5 cm.

The air flow through a vertical heat store should be from top to bottom while charging and from
bottom to top while recuperating heat. By reversing the flow in this manner, we are able to stratify
the store. Stratification can provide a warmer air supply for the home and a cooler air supply to a
solar collector or other heat source. With this arrangement, efficiency is increased.

The pressure drop through a rock store should be significantly higher (minimum five times) than
that in the plenums leading to the store, so as to assure a good flow distribution through the bed.
One rock bed installation, for example, is designed for a 21.2 m2 single glazed, selective coated,
back-pass collector array. The air stream is designed for two stages with a maximum air flow rate
of 4.65 m3/s. A store for this configuration with 2.5-cm diameter would have a pressure drop of
5.84 mm of water. Additional facts pertaining to pressure drop that are worth noting are as follows
(Dincer and Dost, 1996):

• Pressure drop through a rock bed is directly proportional to air speed.
• Pressure drop through a rock bed is inversely proportional to the area of cross section.
• A 0.028-m3 store containing 2.5-cm-diameter rock has approximately 0.82 m2 of surface area.
• A 0.093 m2 store containing 7.6 cm diameter rock has about 1.3 m2 of surface area.

Pressure drop and heat-transfer coefficients can be altered by adjusting these parameters.

Water–Rock Beds

One study (Moschatos, 1993) discussed in detail a type of TES that combines rock-bed and water
storage. The configuration consists of a water storage surrounded by a rock-bed storage instead of
insulation, as shown in Figure 3.9. The basic concept is that, for a house heated by solar collectors,
heat losses could be offset by the thermal energy of water storage, or by auxiliary energy. Part of
the ventilation thermal losses can be recovered by passing fresh air through the bed storage.
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Figure 3.9 Schematic of a cylindrical combined water-rock storage (Moschatos, 1993)

The general idea of combined storage was developed for a number of houses by Thomason
(1960). The differences between the storage combination of Thomason (see Figure 3.8c) and that
in Figure 3.9 are

• Thomason utilizes both water and rock storage to hold solar energy, with the thermal load of the
house mainly met by rock storage. The main solar TES is the water storage, which is covered
by a rock bed instead of insulation. In this way, water-storage thermal losses preheat the cold
fresh air for ventilation.

• Thomason’s bed storage has no specific geometrical shape.

With the combined storage, (a) fresh air is preheated, (b) low-temperature thermal energy con-
tained in the bed storage is utilized, and (c) water storage thermal losses are partially recovered.

Combining water with air/rock storage systems is becoming common for solar energy applica-
tions. Such systems aim to provide a portion of the energy needs for domestic hot water without a
significant reduction in the solar energy supply for space heating needs. Conventional air–rock solar
systems for space heating are pressed into service during the heating season only. Consequently, the
amortization period is lengthened, because the solar energy system is inoperative for approximately
six months of the year. Adding domestic hot water capability to the basic air/rock system increases
the capital costs by a small fraction. So, for a relatively small additional investment, the solar
energy system can provide 100% of the domestic hot water during summer and less during other
seasons. The configuration for heating domestic hot water with an air/rock solar energy system can
be as simple as placing a steel tank in the rock store. For such systems, tanks with glass linings,
which are readily available at low prices since they are mass produced for conventional hot water
heating, are often used. The glass-lined water storage tank is preferred for its long life expectancy,
often greater than 20 years in solar applications.

There is relatively little thermal shock on storages associated with solar use. In conventional use,
the sudden application of high-grade heat to a water store can harm the tank over time, depending
on the mineral content of the water and other related factors. Compared to oil, gas, or electric
heated water, which is at a very high temperature for a short period of time, solar heated water is
at a low temperature for a long period of time. The actual firing or heat supply temperatures are
approximately 60 ◦C for solar energy and over 800 ◦C for conventional systems.

It is advisable to provide access for visual monitoring and replacement of storage. The latter
may never be needed but, if it is, it is easier to gain access through a panel than to have to destroy
the storage.
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In certain instances, solar collection efficiency can be improved by placing a second water
reservoir in the cold end of the store. This option is sometimes considered when the water supply
to the home is at a fairly low temperature (5 ◦C). The effect is to preheat the water entering the
tank situated in the hot end of the store, and to keep the cold end of the store below the average
temperature. This increases the solar heat gain and the efficiency of the collector. An additional
benefit of the second water tank is an increase in thermosyphoning (natural convection) within the
store, which transfers heat from the rocks to the water reservoir during periods when the solar
house fan is inoperative.

There are two potential disadvantages to using this type of system. First, it may prove difficult to
provide access to a water tank located under a pile of rocks. Second, the air from the house returning
to the store during the heating season may nullify all or part of the preheating effect. Consequently,
the addition of the secondary water reservoir should be considered for select applications only.

Storage bins may be constructed utilizing containers of water as a replacement for rocks. The con-
tainers have to be small, 1 gal or less, in order to have effective heat transfer between the air stream
and the contained water. Also, the container must be of a type that withstands thermal degradation.

The most important advantage of a hybrid heating system with a water-to-air heat exchanger and
storage unit is its multiple applications, including water heating, drying, space heating, and space
cooling (by letting cold water flow through the system) during different times of the year. A rock-
bed heat exchanger and storage unit has been successfully used for heat transfer (from water to air)
and heat storage in the Thomason residential heating systems. Such systems can operate for several
years, but few design investigations and parametric studies have been conducted. In one work,
Choudhury and Garg (1995) conducted a performance evaluation of the system with optimized
design parameters, both with and without a domestic hot water load on the system. The load is
the standard hot water demand of a four person (two adults and two children) residential building
in India. The system has been evaluated under both continuous and intermittent air circulation
conditions (i.e., air flow rate becomes zero, when the room temperature exceeds 27 ◦C, which is
taken to the upper limit of the comfortable range for residential buildings). No auxiliary energy is
used to satisfy the space heating and the hot water demand.

3.6.4 Aquifer Thermal Energy Storage (ATES)

An aquifer is a groundwater reservoir. The word aquifer derives from the Latin words “aqua”
meaning water and “ferre” meaning to carry. The material in an aquifer is highly permeable to
water, and the boundary layer consists of more impermeable materials such as clay or rock. Aquifers
are found throughout the world. For example, two types of aquifers are found in Sweden. The most
common type consists of sand and gravel deposits left by retreating ice from the Ice Age. The
second type consists of sandstone or limestone, and can be found mainly in the southern part of
Sweden. Water from precipitation continuously seeps down to an aquifer and flows slowly through
it until finally reaching a lake or the sea. Aquifers are often used as fresh water sources.

Aquifers often have large volumes, often exceeding millions of cubic meters, and as they consist
of about 25% water they have a high TES capacity. When heat extraction and charging performances
are good, high heating and cooling powers can be achieved. The amount of energy that can be
stored in an aquifer depends on local conditions, such as

• allowable temperature change;
• thermal conductivity; and
• natural groundwater flows.

ATES is a concept that has been known for several decades. Aquifer systems have received
worldwide attention because of their potential for large-scale and long-term TES. In its most
common form, the technique involves storing excess heat in an aquifer and recovering it later
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during periods of heat demand. With growing concerns about global warming, the concept is
receiving renewed attention as a viable means of conserving energy and reducing fossil fuel use.
This increasing interest is reflected in accelerated research activities in northern European countries
and Canada. In developing ATES systems, the physical processes governing the behavior of thermal
energy transport in groundwater must be well understood. Numerical simulation models serve a
key role in contributing to this understanding, and are thus indispensable in the design of efficient
ATES facilities.

The injection of heated water into an aquifer may also be necessary for reasons other than
energy conservation. For example, where water rights issues or concerns about land or water
quality arise, water extracted for cooling purposes may be reinjected into the aquifer. In these
situations, it is important to understand the effect of heat on the groundwater system, and to be able
to predict consequences such as the accelerated precipitation of dissolved substances, or changes
in the biological regime.

Research into ATES has been ongoing for several decades in North America and in Europe. Work
in Denmark, for example, shows a high level of development. In the United States, pioneering
research has been done at Auburn University and at the General Electric Center for Advanced
Studies at Santa Barbara, California. Research into ATES is also being conducted in many other
European countries, including Sweden, Germany, Denmark, and France.

Figure 3.10 illustrates the operating principle of simple ATES systems. Both heating and cooling
cycles for a building are considered. Wells have been drilled to transport water to underground
aquifers (underground areas of water-bearing rock, sand, or gravel). Well spacing, depth, and size
are functions of the aquifer.

An aquifer storage system can be used for storage periods ranging from long to short, including
daily, weekly, seasonal, or mixed cycles. To avoid undesired permanent changes of the temperature
level in the aquifer, the input and output of heat must be of the same magnitude at least after a
number of cycles. The system should be designed to be adjustable in case the long-term energy
flows do not balance. The TES capacity should be appropriate to the heating/cooling loads.

Extensive investigations and test runs are usually needed to predict the performance of an ATES
before the design of the energy system. Such preparatory work can in some cases be relatively costly.

Aquifers with groundwater, or the ground itself (soil, rock), can be used as a storage medium
in ATES systems. Aquifer stores are most suited to high capacity systems. The existing capacities
range in size from less than 50 to over 10,000 kW.

Utilization of ATES

ATES or groundwater energy systems utilize groundwater, and do not necessarily deplete nonre-
newable resources. In some systems, external thermal energy is stored in an ATES. In others, the
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Figure 3.10 Schematic of the operation of an ATES system
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natural groundwater temperatures are used. In the latter case, the system requires production wells
to supply groundwater to a series of heat exchangers. In winter, heat from underground is used
to preheat outside building air. In summer, direct cooling is achieved by transferring heat from
buildings to the groundwater using the same principle in reverse. In both cases, the groundwater
is returned to the subsurface aquifer through reinjection wells without having been exposed to any
form of contamination. Over time, a thermal balance is maintained in the aquifer.

These groundwater systems can be applied to new and existing heating and cooling systems in
such facilities as government buildings, business parks, residential complexes, educational institu-
tions, hospitals, and industrial complexes. In addition, groundwater systems can be integrated into
industrial process plants such as paper and textile mills, and pharmaceutical manufacturing, mining,
and food processing facilities.

Groundwater energy systems provide an efficient and reliable supply of low-cost energy that can
complement conventional heating and cooling systems. Furthermore, the groundwater systems are
environmentally benign technology and can reduce stack emissions (e.g., carbon dioxide) and the
use of chlorofluorocarbon CFCs, and can reduce electrical usage during peak demand periods.

ATES has been used successfully around the world for the seasonal storage of heat and cold
energy for the purpose of heating and cooling buildings. Domestic and large-scale ATES systems
are used quite widely in some countries, for example, Canada and Germany.

When heat storage is needed to match thermal demand and supply, the ground has proven to
be a useful storage medium, especially for large quantities of heat and long storage durations, like
seasons. Many plants use ATES to store summer solar heat for use in winter heating, and ATES
for waste heat is now emerging. The efficiency of heat storage depends upon the temperature level
achieved and upon the quantity of thermal losses. While heat storage in ATES in the range of
10–40 ◦C has been demonstrated successfully, storage at higher temperatures (e.g., up to about
150 ◦C) was shown to cause many problems in experimental and pilot plants in the 1980s.

Deep Confined Aquifers

Traditionally, deep confined aquifers have been preferred for ATES facilities. Some suggest that
such aquifers are advantageous because (i) regional groundwater flow usually being negligible, the
injected hot water is not displaced, (ii) the thickness of overburden is such that the storage is not dis-
turbed by seasonal surface temperature variations, and (iii) the initial temperature is higher (due to
the natural geothermal gradient), thus significantly reducing heat losses to confining layers. Nonethe-
less, unconfined aquifers are being used for ATES systems in Sweden, France, and the United States.
Shallow, unconfined aquifers are easier to delineate. They are more common in many regions, and
can be inexpensive when it comes to well installation and monitoring. Therefore, the use of uncon-
fined aquifers for ATES can be advantageous, provided the energy recovery efficiency is adequate.

The aquifers used in ATES are permeable, water-bearing rock formations. Where aquifers are
unavailable, a network of plastic tubing inserted into boreholes drilled into the earth can be used as
underground storage, usually with water. With an aquifer system, two well fields are often tapped:
one for cold storage and the other for heat. These wells, which are usually around 200 m deep, are
capable of maintaining storage temperatures between 4 and 90 ◦C.

During the summer months, cool groundwater is extracted from one aquifer and circulated
through building systems to lower the air temperature. The water, which is heated during the
process, is then returned to the other aquifer for eventual use in heating in winter – a cyclic
process that can be repeated indefinitely. An ATES system typically reduces cooling costs by 80%
and heating costs by 40% or more, while significantly reducing emissions of greenhouse gases
and ozone-depleting substances.

Environment Canada (1999) in the Atlantic region of Canada has developed a variety of tools
and procedures for implementing this energy-efficient technology – including tests to determine the
thermal properties of boreholes, water-treatment technologies for high-temperature applications,
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and environmental screening techniques – and plays an active role in the transfer of ATES
technologies, both nationally and internationally.

In the mid-1990s, Environment Canada teamed up with the New Brunswick Department of the
Environment, New Brunswick Power, the Canadian Electricity Association, the Panel of Energy
Research and Development, and the local community to launch an aquifer-based ATES demonstra-
tion project at the Sussex Hospital in New Brunswick. The first hospital in Canada and the second
in North America to adopt such a system, it has saved nearly $50,000 annually in energy consump-
tion costs since the project began, and reduced carbon dioxide emissions by 720,000 kg annually.
These savings were accomplished after the hospital had already cut its energy consumption in half
by installing an energy management system. During an emergency, only small auxiliary generators
are required to operate the water pumps used in heating and cooling using the ATES system.

ATES is commonly used in China and parts of Western Europe – particularly the Netherlands
and Sweden, where its use is growing by 25% a year. Although office buildings remain the primary
market for the technology, it is gaining ground in industrial and agricultural applications, and a
new market is developing in the de-icing and cooling of roads and bridges.

The environmental benefits of ATES are illustrated in Figure 3.11, focusing on important global
problems. The sizes of the circles represent the relative impact of the use of ATES technology on
the emissions indicated.

The success of the Sussex Hospital ATES and other ATES projects in Canada, such as those at
Saskatoon Airport and Carleton University in Ottawa, has spurred the development of several new
initiatives in Ontario, Nova Scotia, and British Columbia. Other situations exist where a system of
this kind can yield considerable long-term environmental benefits and reduced use of fossil fuels
for heating and electricity.

Annual ATES systems use aquifers which are found near the Earth’s surface. These water-
bearing rocks are large geological formations that can be tapped by wells. Although some technical
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Figure 3.11 Some environmental benefits of ATES (Environment Canada, 1999)
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challenges (e.g., biofouling and clogging of pipes and wells) remain to be solved, aquifers potentially
offer low-cost storage for large-scale systems. The main cost is associated with access wells.
However, relatively low cyclic ATES efficiencies (∼70%), depending on the storage duration, may
limit their use to the storage of such low-cost energy supplies as industrial waste heat.

Performance of ATES

The viability and cost effectiveness of an ATES system depend on the mechanical design and
thermodynamic efficiency of the aboveground installation, as well as on the physical, chemical,
and biological processes within the aquifer. The spatial and temporal variations of temperature, as
well as total energy, have been found to be critical factors in determining ATES performance.

Physical processes affecting heat transport within a storage aquifer include advection, dispersion,
and diffusion. The diffusion of heat depends on the thermal conductivity and heat capacity of the
aquifer. In a composite medium such as an aquifer, the properties of both the fluid phase and the
solid phase play important roles in heat transport, and ultimately control the recovery efficiency of
stored energy. In addition, heat transfer from the aquifer system to adjacent aquitards or through the
unsaturated zone to the atmosphere can be a significant process for removing heat from the ATES
system. An aquitard is a zone within the earth adjacent to an aquifer that has low permeability
and thus restricts the flow of groundwater from one aquifer to another. An aquitard may serve as
a storage unit for groundwater.

Chemical reactions resulting from changes in temperature and from mixing of the injection water
with the resident groundwater can change the porosity and permeability of the aquifer, decrease well
efficiency, and increase the cost of operation and maintenance of the heat exchangers. Temperature
changes can also affect the activity of subsurface microorganisms, which can lead to a decrease in
permeability and increased maintenance costs.

Expansion of ATES Applications

Possible heat sources and heat users for ATES applications are listed in Table 3.8. The heat sources
for many promising systems can be divided into two main groups:

• Renewable energy sources. Solar heat can be used with ATES to supply heat to district-heating
networks, along with backup auxiliary heating systems. Solar heat can also be used with heat
pumps, avoiding the need for auxiliary heating. Another ATES use may be for geothermal heating,
allowing storage of excess production in summertime and to cover peaks in winter, or for storing
waste heat from geothermal power plants.

• Waste or excess heat. The storage of waste heat from cogeneration or industrial processes
(Table 3.8) may be needed on a seasonal or other cycle. ATES can also be applied as a backup
for processes that use industrial waste heat, to cover heat load during periods when the industrial
process is stopped (for production breaks, repairs, etc.). Similarly, ATES can be used for load
leveling in a district-heating system, where the store is always charged at times of low heat
demand and unloaded during peak heating periods.

The IEA study mentioned in the previous subsection shows that technical problems related to
higher temperatures in ATES system may be overcome (IEA, 1990). A remaining issue is the
changes in water chemistry with the drastically changing temperatures in ATES systems, resulting
in clogging, scaling, corrosion, and leaching. It is possible to design and build reliable ATES
plants today, but caution is necessary when working with groundwater. In the future, a range of
suitable methods for various hydrogeological/hydrochemical situations and system requirements are
desirable. Many opportunities exist, for promising ATES system concepts yield energy savings and
reduced emissions.
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Table 3.8 Some possible heat sources and heat users for ATES

Possible heat sources Possible heat users

Renewable energy
• Solar thermal (solar collectors, but also road

surfaces, etc.)
• Geothermal (hydrogeothermal, but also waste heat

from geothermal power plants, e.g., hot dry rock)
• Others (e.g., biomass combustion)

Waste heat

• Heat and power cogeneration (likely only with
high electrical efficiency)

• Industrial process heat (e.g., from paper mills,
steel works, etc.)

• Waste incineration
• Others

Load leveling

• In district-heating systems (for short- to
medium-term periods)

Space heating

• District heating
• Large buildings (houses, offices, hospitals, hotels,

airports, etc.)

Industrial heat

• Batch or seasonal processes such as those in sugar
refineries

• Drying in the food industry
• Miscellaneous heat needs in many industries

Agriculture

• Greenhouse heating
• Food drying applications
• Aquaculture

De-icing and snow-melting

• On roads, sport centers, airports, runways, etc.

ATES Using Heat Pumps

The concept of TES in an aquifer combined with a heat pump is relatively simple (see Figure 3.12).
During the summer, cold water is extracted from a cold well and warmed by cooling a building,
and then returned to a warm well in the aquifer. A heat pump can be used to chill the cold water
further, if necessary. The warmed water diffuses out from the warm well, gradually raising the
temperature of the aquifer. During the winter the process is reversed, with heat drawn from the
warm well and the temperature boosted with the heat pump, if necessary.

The basic operational scheme of a ground-coupled heat pump with seasonal cold storage is shown
in Figure 3.13 (Sanner and Chant, 1992). During heating, the ground or groundwater is cooled,
while heat is supplied to the building. At the end of the heating season, enough cold is stored to run a
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Figure 3.12 An ATES system combined with a heat pump
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Figure 3.13 Operational principles for ATES systems using heat pumps

cooling system directly (mode 1), with cold groundwater from the injection well or cold brine from
earth heat exchangers. For peak cooling loads, a backup system using the heat pump in reversed
mode can be operated (mode 2). After continuously running the heat pump for space cooling for
more than a few hours, temperatures in the ground may be too high for mode 1 cooling. The system
should then be operated only as a conventional heat pump plant, storing heat in the ground until
the beginning of the next heating season. The most cost-effective and efficient energy performance
can usually be obtained by running the system in heating mode and cooling mode 1 only.

The cost effectiveness of seasonal storage depends significantly on the thermal and seasonal
characteristics of the load. Storage for cooling is more cost effective for cooling systems with
relatively high operating temperatures (up to 15 ◦C) than with more conventional temperatures
(6–8 ◦C). By operating at higher temperatures, storage for cooling experiences reduced thermal
losses, increased loading availability in winter, and reduced climatic influences on performance.

3.6.5 Solar Ponds

A salinity-gradient solar pond is an integral collection and storage device of solar energy. By virtue
of having built-in TES, it can be used irrespective of time and season. In an ordinary pond or lake,
when the sun’s rays heat up the water, this heated water, being lighter, rises to the surface and
loses its heat to the atmosphere. The net result is that the pond water remains at nearly atmospheric
temperature. The solar pond technology inhibits this phenomenon by dissolving salt into the bottom
layer of this pond, making it too heavy to rise to the surface, even when hot. The salt concentration
increases with depth, thereby forming a salinity gradient. The sunlight which reaches the bottom
of the pond remains entrapped there. The useful thermal energy is then withdrawn from the solar
pond in the form of hot brine. The pre-requisites for establishing solar ponds are a large tract of
land (it could be barren), a lot of sunshine, and cheaply available salt (e.g., NaCl) or bittern.

Salt-gradient solar ponds may be economically attractive in climates with less snow and in
areas where land is readily available. In addition, sensible cooling storage can be added to existing
facilities by creating a small pond or lake on the site. In some installations, this can be done as
part of property landscaping. Cooling takes place by surface evaporation and the rate of cooling
can be increased with a water spray or fountain. Ponds can be used as an outside TES system or
as a means of rejecting surplus heat from refrigeration or process equipment.
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Figure 3.14 A cross-section representation of a typical salinity-gradient solar pond

Being large, deep bodies of water, solar ponds are usually sized to provide community heating.
Solar ponds differ in several ways from natural ponds. Solar ponds are filled with clear water to
ensure maximum penetration of sunlight. The bottom is darkened to absorb more solar radiation. Salt
is added to make the water denser at the bottom and to inhibit natural convection. The cooler water
on top acts as insulation and prevents evaporation. Salt water can be heated to high temperatures,
even above the boiling point of fresh water.

Figure 3.14 represents a cross-section view of a typical salinity-gradient solar pond which has
three regions. The top region is called the surface zone, or upper convective zone. The middle region
is called the gradient zone, or nonconvective zone. The lower region is called the storage zone or
lower convective zone. The lower zone is a homogeneous, concentrated salt solution that can be
either convecting or temperature stratified. Above it, the nonconvective gradient zone constitutes a
thermally insulating layer that contains a salinity gradient. This means that the water closer to the
surface is always less concentrated than the water below it. The surface zone is a homogeneous
layer of low-salinity brine or fresh water. If the salinity gradient is large enough, there is no
convection in the gradient zone even when heat is absorbed in the lower zone, because the hotter,
saltier water at the bottom of the gradient remains denser than the colder, less salty water above it.
Because water is transparent to visible light but opaque to infrared radiation, the energy in the form
of sunlight that reaches the lower zone and is absorbed there can escape only via conduction. The
thermal conductivity of water is moderately low, and if the gradient zone has substantial thickness,
heat escapes upward from the lower zone very slowly. This makes the solar pond both a thermal
collector and a long-term storage device.

Solar ponds were pioneered in Israel in the early 1960s, and are simple in principle and operation.
They are long-lived and require little maintenance. Heat collection and storage are accomplished
in the same unit, as in passive solar structures, and the pumps and piping used to maintain the
salt gradient are relatively simple. The ponds need cleaning, like a swimming pool, to keep the
water transparent to light. A major advantage of solar ponds is the independence of the system. No
backup is needed, because the pond’s high heat capacity and enormous thermal mass can usually
buffer a drop in solar supply that would force a single-dwelling unit to resort to backup heat.

3.6.6 Evacuated Solar Collector TES

Selection of a storage medium is often based on availability, durability, and cost, and tends to favor
solar TES using water or rocks. One of the most promising applications of sensible TES is for
solar heated residential and commercial buildings.

As mentioned earlier, in some cases rocks are preferred to water for solar energy systems.
However, air/rock solar systems can allow for partial heat storage in water for domestic hot water
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use. Heat stored in rocks, compared with an equivalent amount of heat stored in water, occupies
approximately three times as much volume. However, liquid containment systems have higher
initial and maintenance costs. Economics usually favor the use of air collectors with rock storage
for domestic heating applications. Water and air/rock systems are often combined for solar energy
applications (Dincer et al., 1997a), so as to provide a portion of energy needs for domestic hot
water and space heating. Conventional air/rock solar systems for space heating are used only during
the heating season, which usually lasts no more than half of the year. Hybrid hot water and air/rock
systems have slightly increased the capital costs, but operate round the year by providing domestic
hot water during summer.

Active solar energy systems with standard flat-plate solar heat collectors for domestic and com-
mercial applications have some technical and operational problems. Evacuated-tube solar collectors
have some advantages, and since 1980, several million tubes have been installed in over thirty
countries. In 1991, the Thermomax Mazdon evacuated solar collector (Figure 3.15a) was devel-
oped. Its manifold configuration is particularly suited to North American conditions and plumbing
practices. These collectors avoid many of the thermal and operational problems that occur in the
flat-plate collectors and have better efficiencies (up to 80%), mainly because of their thermophysical
properties (e.g., their heat-transfer rate is thousands of times greater than that of the best solid heat
conductors of the same size). Some of the features of these solar collectors are as follows:

• high efficiency;
• low heat capacity and high heat-transfer rate;
• control of maximum temperature;
• high durability;
• a wide range of availability for thermal applications ranging from hot water to industrial pro-

cess heat;
• free of corrosion, maintenance, and cold weather/frost problems;
• easy installation.
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Figure 3.15 Evacuated solar collector TES system. (a) Evacuated solar collector, (b) an integrated tank system
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Figure 3.15(b) shows an integrated tank system, consisting of 15 evacuated solar collector tubes
and a 170-L hot water storage tank. The tank is made from a high-grade stainless steel, having
at least 2.5% molybdenum content, sealed in a weather-resistant metal cover. There is a thick
polyurethane foam insulation jacket that lies between the tank and the steel cover. This solar
energy system produces high water temperatures, eliminating the need for large and cumbersome
water storage tanks. A large volume of warm water can be obtained by mixing cold water with the
hot water from the unit. During the operation, the maximum chloride concentration of the water in
the tank should not exceed 40 ppm in order to avoid corrosive effects.

3.7 Latent TES
Effective utilization of time-dependent energy resources requires appropriate TES methods to reduce
the time and rate mismatch between energy supply and demand. TES provides a high degree of
flexibility since it can be integrated with a variety of energy technologies, for example, solar
collectors, biofuel combustors, heat pumps, and off-peak electricity generators.

The heat transfer which occurs when a substance changes from one phase to another is called
the latent heat . The latent heat change is usually much higher than the sensible heat change for
a given medium, which is related to its specific heat. When water turns to steam, the latent heat
change is of the order of 2 MJ/kg.

Most practical systems using phase-change energy storage involve solutions of salts in water.
Several problems are associated with such systems, which includes the following:

• Supercooling of the PCM may take place, rather than crystallization with heat release. This
problem can be avoided partially by adding small crystals as nucleating agents.

• It is difficult to build a heat exchanger capable of dealing with the agglomeration of varying
sizes of crystals that float in the liquid.

• The system operation cannot be completely reversed.

Any latent heat TES system must possess at least the following three components (Abhat, 1983):

• A heat storage substance that undergoes a phase transition within the desired operating temper-
ature range, and wherein the bulk of the heat added is stored as latent heat.

• A containment for the storage substance.
• A heat-exchange surface for transferring heat from the heat source to the storage substance and

from the latter to the heat sink, for example, from a solar collector to the latent TES substance
to the load loop.

Some systems use either Na2SO4·10·H2O or CaCl2·6H2O crystals as their storage media, and
employ a heat-exchange oil. The oil is pumped in at the bottom of the storage and rises in globules
through the fluid without mixing. Other promising latent TES reactions are those of intercrystalline
changes. Many of these take place at relatively high temperatures.

Solar energy applications require large TES capacities in order to cover a minimum of 1–2 days
of thermal demand. This capacity is commonly achieved by sensible heat storage in large water
tanks. An alternative is offered by latent heat storage systems, where thermal energy is stored
as latent heat in substances undergoing a phase transition, for example, the heat of fusion in the
solid–liquid transition. The main advantages of latent TES systems are high TES capacities per
unit mass compared to those of sensible heat systems, and a small temperature range of operation
since the heat interaction occurs at constant temperature. There is no gradual decline in temperature
as heat is removed from the PCM.

Salt compounds that absorb a large amount of heat during melting are useful for energy stor-
age. Eutectic salts and salt hydrates are widely used. Glauber’s salt (sodium sulfate decahydrate)
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is a leading PCM, because it has a high heat-storage capacity (280 kJ/kg) and a phase-change
temperature that is compatible with solar energy systems (31.5 ◦C).

PCM can be contained in rods or plastic envelopes to facilitate the freeze–thaw cycle. These
small modules, and the small number of modules required for storage, make phase-change storage
especially suitable for use in conventional design and for retrofitting.

In the Mattapoisett house in Massachusetts, which is 60% heated by passive solar gain, 8.5 m3

of Glauber’s salt is located in the ceiling. The phase-change storage has been demonstrated to
lower the peak indoor temperatures. Table salt (NaCl) can be added to the PCM, lowering the
melting point to about 22.7 ◦C. Because heat is then absorbed at a lower temperature, the house
only reaches about 26.6 ◦C on a clear winter’s day instead of the 29.4 ◦C or as often seen in passive
solar structures (Lane, 1988).

The three most favored storage media for solar energy systems, water, rock, and Glauber’s salt,
vary considerably in price and required volume. For 9 m2 of collector area (assuming a 20 ◦C
temperature swing), the storage cost for water is $54 and for Glauber’s salt it is $146. However,
only 0.18 m3 of Glauber’s salt is required, which is one-quarter of the necessary 0.72 m3 of water.
Rock storage for the same collector would cost $217 at $8/t for the required 2.46 m3. This option
would seem the least appealing, but it is nonetheless established and widely used. For example,
the Lof home in Denver has been heated by a rock storage system for several decades (Tomlinson
and Kannberg, 1990).

Latent TES is a promising storage technique, since it provides a high energy storage density,
second only to chemical energy storage, and can store and release heat at a constant temperature
corresponding to the phase transition temperature of the heat-storage medium.

Another important material category capable of storing energy through phase change is paraffin
waxes. These have the advantage of very high stability over repeated cycles of latent TES operation
without degradation. Several types of heat exchangers have been used to retrieve the energy from
this storage medium: a cylindrical pipe, a single radial-finned pipe, and a multiple radial-finned
pipe. Experimental tests have been performed for each of the different configurations, and the
relative merits of each discussed in terms of heat-exchange properties and total energy exchanged.

3.7.1 Operational Aspects of Latent TES

At present, problems concerning the inability to completely reverse the storing process limit the
practical applications of chemical storage media. On the other hand, storage media that undergo
physical processes can usually have the storage process totally reversed, but involve less TES per
unit weight of the device than chemical storage. Latent TES systems thus have the advantage of
compactness in comparison with sensible TES devices (as well as the operational advantage of a
nearly constant storage-cycle temperature).

Among the thermodynamic phase changes at a constant temperature with the absorption or release
of latent heat, the most suitable ones for TES are the solid–liquid and solid–solid transitions.
Solid–gas transitions, even though they often involve the largest heat interactions per unit weight,
present the disadvantage of very large volume changes.

The most important criteria to be met by the storage material for a latent TES in which the
material undergoes a solid–liquid or a solid–solid phase transition are as follows:

• high transition enthalpy per unit mass;
• ability to fully reverse the transition;
• adequate transition temperature;
• chemical stability and compatibility with the container (if present);
• limited volume change with the transition;
• nontoxicity;
• low cost, in relation to the foreseen application.
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3.7.2 Phase Change Materials (PCMs)

When a material melts or vaporizes, it absorbs heat; when it changes to a solid (crystallizes) or
to a liquid (condenses), it releases this heat. This phase change is used for storing heat in PCMs.
Typical PCMs are water/ice, salt hydrates, and certain polymers. Since energy densities for latent
TES exceed those for sensible TES, smaller and lighter storage devices and lower storage losses
normally result.

Like ice and water, eutectic salts have been used as storage media for many decades. Perhaps
the oldest application of a PCM for TES was the use of seat warmers for British railroad cars in
the late 1800s. During cold winter days, a PCM, sodium thiosulfate pentahydrate, that melts and
freezes at 44.4 ◦C was used. The PCM was filled into metal or rubber bags.

Other early applications of PCMs included “eutectic plates” used for cold storage in trucking
and railroad transportation applications. Another important application of PCMs was in association
with space technology, with NASA sponsoring a project on PCM applications for thermal control
of electronic packages.

The first experimental application of PCMs for cool storage occurred in the early 1970s at the
University of Delaware. The University’s Institute of Energy Conversion undertook the design and
construction of a solar energy laboratory that became known as Solar One, located on the Newark,
Delaware, campus. Dr. Maria Telkes, a leader in the research and development of eutectic salts, was
selected to direct the institute’s Thermal Energy Applications program. The design of the Solar One
building incorporated several hydrate-based storage systems. One material was used in association
with solar collectors for heat storage. In the same sheet metal bin were placed containers of a
Glauber’s salt mixture that melts and freezes at 12.7 ◦C.

During the late 1970s and 1980s, several organizations offered phase change products for solar
heat storage. For instance, Dow Chemical provided a technically successful product that melts and
freezes at 27.2 ◦C, whose market presence declined in the 1980s with the solar industry in general.

In 1982, Transphase Systems Inc. installed the first eutectic salt storage system for cool storage
to serve a commercial or industrial building (Ames, 1989).

Like chilled-water storage systems, the 8.3 ◦C eutectic phase change temperature requires con-
ventional chilled-water temperatures (5.5 ◦C) to charge the TES system. These temperatures allow
new or existing centrifugal, screw, or reciprocating chillers to be used to charge the TES system,
and make eutectics particular1y appropriate for retrofit applications. The 5.5 ◦C charging tempera-
ture also enables the chiller to operate at high suction temperatures and compressor efficiencies as
low as 0.55 kW/t.

Advantageous use of a PCM’s latent heat of fusion allows a TES to be moderate in size (about
0.155 m3 per ton for the entire TES system, which includes piping headers and water in the tank).
The storage capacity is based upon the amount of PCM frozen, and is not a temperature difference
across the cooling coils.

The PCM is often contained in rugged, self-stacking, water-impermeable containers made of a
high-density polyethylene. In Ames (1989), the containers measure 0.6 m × 0.2 m × 0.045 m, and
are hermetically and redundantly sealed. The containers are designed with a surface-to-volume ratio
of 24 m−1 for maximum heat transfer; and provide 0.00635 m of space for water to pass between
the containers in a meandering flow pattern. The eutectic salt does not expand or contract when it
freezes and melts; so, there is no fatigue on the plastic container. The eutectic salt-filled containers
are placed in a tank, typically in a below-grade concrete or gunite structure. The containers occupy
about two-thirds of the tank’s volume, so that one-third of the tank is occupied by the water used as
the heat-transfer medium. No glycol or other water-freezing-point depressant is used. The eutectic
salt density is about 1.5 times that of water, so that the containers do not float or expand when
the PCM freezes and the heat transfer/container spacing arrangement is maintained throughout the
melt/freeze cycle. The top of the tank is designed for heavy truck traffic, and used as a parking lot.
Thus, the tank does not use or alter above-grade space and may be placed away from the chiller plant.



130 Thermal Energy Storage

Longevity, or the repeated use of a containerized PCM over 20 or more years and thousands of
freeze/thaw cycles is one of eutectic salt’s greatest strengths as a thermal storage medium. Because
it is a passive system with no mechanical parts, the storage system is maintenance-free (apart from
water treatment).

For the PCM with the 8.3 ◦C phase change temperature, the eutectic has been cycled in the
field for 6.5 years with complete retention of thermal storage capacity. Also, the PCM has been
subjected to accelerated life cycling equivalent to 12 years of performance with no loss of capacity.
With the physical equilibrium of the PCM established after the first few cycles, the phase change
appears to be stable and the TES capacity constant indefinitely, or at least as long as the life of
chiller equipment used to freeze the PCM.

Paraffins

A large number of organic compounds suitable to be storage media for solar heating have been
investigated in recent decades. The most promising candidates seem to be the normal paraffins. Their
solid–liquid transitions (fusions) satisfactorily meet seven important criteria for PCMs. For example,
the heat of fusion has a mean value of 35–40 kcal/kg, there are no problems in reversing the phase
change, and the transition points vary considerably with the number of carbon atoms in the chains.
Also, the normal paraffins are chemically inert, nontoxic, and available at reasonably low cost. The
change of volume with the transition, which is in the order of 10%, could represent a minor problem.

Zeolites

The zeolites are naturally occurring minerals. Their high heat of adsorption and ability to hydrate
and dehydrate, while maintaining structural stability have been found to be useful in various
thermal storage and solar refrigeration systems. This hygroscopic property coupled with the rapid
exothermic reaction that occurs when zeolites are taken from a dehydrated to a hydrated form
(when the heat of adsorption is released) makes natural zeolites an effective storage material for
solar and waste heat energy.

Low energy density and time of availability have been key problems in the use of solar energy
and waste heat. Commercial TES systems have been developed incorporating GSA (2000) zeolites
to overcome these problems. These systems are capable of utilizing solar heat, industrial waste
heat, and heat from other sources, thereby converting underutilized resources into useful energy. A
typical means of using zeolites as a heat storage medium is illustrated in Figure 3.16. The capacity
of natural zeolites to store thermal energy and adsorb the water vapor used in that energy interaction
comes from their honeycomb structure and resultant high internal surface area.
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Figure 3.16 A process for using GSA zeolites as a heat storage media (GSA, 2000)
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When charged, GSA zeolites can store energy as latent heat indefinitely if maintained in a
controlled environment and not exposed to water vapor. This stored energy can be liberated as
needed simply through the addition of controlled amounts of water vapor, which initiates the
exothermic reaction. Most other storage media do not possess this property. TES units using
natural zeolites can reduce the dependence on secondary/backup heating systems, and allow for
efficient and safe use of waste heat.

Requirements of PCMs

Latent TES in the temperature range 0–120 ◦C is of interest for a variety of low-temperature appli-
cations, such as space heating, domestic hot water production, heat-pump-assisted space heating,
greenhouse heating, solar cooling, and so on. The development of dependable TES systems for
these and other applications requires a good understanding of heat-of-fusion storage materials and
heat exchangers.

Knowledge of the melting and freezing characteristics of PCMs, their ability to undergo thermal
cycling, and their compatibility with construction materials is essential for assessing the short-
and long-term performance of a latent TES. Using two different measurement techniques (e.g.,
differential scanning calorimetry and thermal analysis), the melting and freezing behavior of PCMs
can be determined. Commercial paraffins are characterized by two phase transitions (solid–liquid
and solid–solid) that occur over a large temperature range, depending on the paraffin concerned.
n-paraffins are usually preferred in comparison to their iso-counterparts, as the desired solid-to-
liquid phase transition is generally restricted to a narrow temperature range. Fatty acids are organic
materials with excellent melting and freezing characteristics and may have a good future potential,
if their costs can be reduced. Inorganic salt hydrates, on the other hand, must be carefully examined
for congruent, “semi-congruent,” or incongruent melting substances with the aid of phase diagrams.
Incongruent melting in a salt hydrate may be “modified” to overcome decomposition by adding
suspension media, or extra water, or other substances that shift the peritectic point. The use of
salt hydrates in hermetically sealed containers is normally recommended. Also, the use of metallic
surfaces to promote heterogeneous nucleation in a salt hydrate is seen to reduce the supercooling
of most salt hydrates to a considerable extent. Thermal cycling and corrosion behavior are also of
importance in the appropriate choice of materials as they affect the life of a latent heat store.

Characterization of PCMs

Many characteristics are desired of a PCM. Since no material can satisfy all of the desires, the
choice of a PCM for a given application requires careful examination of the properties of the
various candidates, weighing of their relative merits and shortcomings, and, in some cases, a certain
degree of compromise. The properties of many PCMs were investigated and reported earlier (Lane,
1988). It should be noted, however, that properties of industrial-grade products, which are used
in practical applications, may deviate broadly from reported values because of the presence of
impurities, composition variations (mixtures, distillation cuts), and chain-length distribution (in the
case of polymers). Dilution by additives, such as the stabilizing agents required by salt hydrates,
also modify thermal properties and, in particular, TES capacity. Selections should be based on
assayed values of fully formulated products, whenever feasible.

Difficulties with PCMs

Although significant advances have been made, some major hurdles still remain in the development
of reliable and practical storage systems utilizing salt hydrates and similar inorganic substances:

• Difficulties in obtaining an optimal match between transition zone and operating range, because
of the small number of materials available in the temperature range of interest.
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• Uncertainties concerning the long-term thermal behavior, despite testing over a number of cycles
generally much below the number of cycles that can be expected during the useful life of a
storage system.

• Increased costs and reduced effective storage capacities because of the diluting effect of stabi-
lizing additives.

• The potential for slow loss from water for encapsulated hydrates, and a resulting drift in ther-
mal behavior.

During the last decades, attention was focused on a new class of materials: low-volatility,
anhydrous organic substances such as polyethylene glycol, fatty acids and their derivatives, and
paraffins. Those materials were not viewed as high-potential candidates in early studies, because
they were costlier than common salt hydrates, they have somewhat lower heat storage capacities
per unit volume, and, possibly, because of a bias against petroleum derivatives. Recent studies
have shown that some of these materials have advantages that outweigh these shortcomings. The
advantages include physical and chemical stability, good thermal behavior, and an adjustable
transition zone. Paraffins appear particularly well suited for applications related to energy
conservation in buildings and solar energy.

Expectations of PCMs

Numerous organic and inorganic PCMs melt with a high heat of fusion in the temperature range
0–120 ◦C. However, for their employment as heat storage materials in TES systems, PCMs must
also possess certain desirable thermodynamic, kinetic, chemical, technical, and economic char-
acteristics. Some of the criteria considered in evaluating PCMs follow (Abhat, (1983); Dincer
et al., 1997b):

Thermodynamic criteria:

• a melting point at the desired operating temperature;
• a high latent heat of fusion per unit mass, so that less amount of material stores a given amount

of energy;
• a high density, so that less volume is occupied by the material;
• a high specific heat, so that significant sensible TES can also occur;
• a high thermal conductivity, so that small temperature differences are needed for charging and

discharging the storage;
• congruent melting, that is, the material should melt completely, so that the liquid and solid phases

are homogeneous (this avoids the difference in densities between solid and liquid that causes
segregation, resulting in changes in the chemical composition of the material); and

• small volume changes during phase transition, so that a simple containment and heat exchanger
can be used.

Kinetic criterion:

• little or no supercooling during freezing, that is, the melt should crystallize at its freezing point.
This criterion can be achieved through a high rate of nucleation and growth rate of the crystals.
Supercooling may be suppressed by introducing a nucleating agent or a cold trigger into the
storage material.

Chemical criteria:

• chemical stability;
• no susceptibility to chemical decomposition, so that a long operation life is possible;
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• noncorrosive behavior to construction materials; and
• nontoxic, nonflammable, and nonexplosive characteristics.

Technical criteria:

• simplicity,
• applicability,
• effectiveness,
• compactness,
• compatibility,
• viability, and
• reliability.

Economic criteria:

• commercial availability, and
• low cost.

Applications of PCMs

There are many different methods of using PCM storage systems for heating or cooling buildings,
as demonstrated by the following concepts (Lane, 1988):

• A PCM melting at 5–15 ◦C could be used for cool TES. The PCM is frozen by operating a
chiller at night, when electricity demand and prices are low, and melted during the day to cool
the building.

• A PCM melting near room temperature, for example, CaCl2·6H2O, which has a melting point
(m.p.) of 27 ◦C, could be incorporated into a building structure to temper diurnal swings in
ambient temperature.

• A building could be heated and cooled using heat pumps that are connected to circulating water
tempered by a PCM melting at 20–35 ◦C, for example, CaCl2·6H2O (m.p. = 27 ◦C).

• A solar hot-air heating system could use a PCM melting at 25–30 ◦C, for example, CaCl2·6H2O,
to provide night-time heating and as a preheat for daytime heating.

• A solar hot-air heating system could use a PCM melting at 40–60 ◦C, for example,
Mg(NO3)2·6H2O–MgCl2·6H2O eutectic (m.p. = 58 ◦C), for day and night heating.

• Domestic hot water could be preheated in a tank filled with an encapsulated PCM melting at
55–70 ◦C, for example, Mg(NO3)2·6H2O–MgCl2·6H2O eutectic.

• A solar hot-water baseboard system could employ a PCM melting at 60–95 ◦C, for example,
Mg(NO3)2·6H2O (m.p. = 89 ◦C).

• Off-peak electricity could be used to melt a PCM (with m.p. above 25 ◦C) to heat a building
during later periods.

• Concentrated solar energy could be used with a PCM melting at 100–175 ◦C, for example,
Mg(NO3)2·6H2O (m.p. = 117 ◦C), to drive an absorption air-conditioner.

Evaluation of PCMs

In the evaluation and selection of a PCM, a good understanding of various aspects, including freez-
ing or solidification, supercooling, nucleation, thermal cycling, encapsulation, and compatibility
is needed.

• Freezing or solidification. Many materials are not suitable as PCMs because of their freezing or
solidification behavior. Some have incongruent freezing behavior. Others crystallize exceedingly
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slowly, form viscous mixtures, or are not stable over the range of temperatures. Some materials
have near-congruent freezing behavior and so may be suitable as PCMs. To overcome the solidi-
fication problem, the nucleation rate can be increased by two methods: homogeneous nucleation
and heterogeneous nucleation.

• Supercooling. A major problem associated with salt hydrates as PCMs is the fact that they tend
to supercool considerably. This behavior is of major importance, and has not always received
sufficient attention from workers in the field. The reason for the high degree of supercooling is
the fact that either the rate of nucleation (of crystals from the melt) or the rate of growth of
these nuclei (or both) is very slow. Therefore, as the melt is cooled, it does not solidify at the
thermodynamic melting point. Thus, the advantage of the material for heat storage is reduced.
The reason for the strong tendency to supercool is well understood. Some empirical evidence
connects the tendency to supercool with the viscosity of the melt at the melting point. Materials
with high viscosity in the liquid state have low diffusion coefficients for their constituent atoms
(or ions), and these may be unable to rearrange themselves to form a solid; instead the liquid
supercools. Supercooling occurs when, in attempting to freeze the material, the temperature
drops well below the melting point before freezing initiates. Once the freezing process begins,
the temperature rises to the melting point where it remains until the material is entirely frozen.
Supercooling behavior is undesirable in heat storage systems. If excessive, it can prevent the
withdrawal of stored heat from the PCM.

• Nucleation. Supercooling can often be mitigated by adding nucleating materials. Some success
has been attained by using additives with a crystal structure similar to that of the PCM. Often
this fails. Usually nucleating additives are discovered by trial and error. Using these approaches,
effective nucleating additives have been discovered for zinc nitrate hexahydrate, calcium chloride
hexahydrate, magnesium chloride hexahydrate, magnesium nitrate hexahydrate and its eutectics
with magnesium chloride hexahydrate or ammonium nitrate. In homogeneous nucleation, the rate
of nucleation of crystals from the melt is increased without adding any foreign materials. One
way in which this can be done is to use ultrasonic waves in which we stir the liquid, and thus
increase the diffusion of ions in the melt; they also create cavities that act as nucleation centers
and, finally, they break up the forming crystals and distribute them through the melt, creating
new nucleation centers. Many crystals, such as sodium thiosulfate and potassium alums, have
been nucleated from more dilute solutions. Also, other classes of materials, such as metals and
organic crystals, have been nucleated by ultrasonic waves. In heterogeneous nucleation, the walls
of the container, or some impurity present within the melt, act as a catalyst for nucleation by
providing a substrate on which the nuclei can form. In order for an impurity to be an effective
nucleating agent, it should satisfy the following criteria:
– have a melting point higher than the highest temperature reached by the energy storage material

in the storage cycle;
– be insoluble in water at all temperatures;
– not form solid solutions with the salt hydrate;
– have a crystal structure similar to that of the salt hydrate;
– have unit cell dimensions that do not vary by more than 10% from those of the salt hydrate; and
– not chemically react with the hydrate.

• Thermal cycling. Practical heat storage PCMs must be able to undergo repetitive cycles of
freezing and thawing. Some unsuitable materials exhibit changes within a relatively short time.
Some experimental results demonstrate this. After 21 cycles from 95 to 20 ◦C, palmitic acid,
normally white, takes on a yellowish color, and the melting point diminishes by 2 ◦C. The
eutectic of 25.1% propionamide and 74.9% palmitic acid progressively discolors from white to
yellow, orange, and then black, although little change occurs in the freezing curve (Lane, 1988).

• Encapsulation. Successful utilization of a PCM requires a means of containment. For active
solar systems with a liquid heat-transfer medium, tanks with coil-type heat exchangers are appro-
priate. For passive or air-cooled active solar systems, much effort has centered on the packaging
of a mass of PCM in a sealed container, which itself serves as the heat exchange surface.
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Potential containers include steel cans, plastic bottles, polyethylene, and polypropylene bottles,
high-density polyethylene pipe, flexible plastic film packages, and plastic tubes. The choice of the
construction material for the container of a PCM is important. Appropriate tests that are realistic
and representative of usage conditions are needed in any product development. The container
material should be an effective barrier that prevents loss of material or water or, when the PCM is
hygroscopic, gain water. Oxygen penetration and subsequent oxidization may also be detrimental.
The encapsulating material should also be a good heat conductor, so that it facilitates effective
heat transfer, and be mechanically resistant to damage from handling, processing, and transport.
Systems based on salt hydrates may sometimes have encapsulation problems, particularly in early
designs, because of corrosion and fatigue for metals, or water loss through plastics.

• Compatibility. To determine the suitability of encapsulant materials, PCMs are subject to com-
patibility tests with packaging materials. For example, a plastic–aluminum foil laminate is not
suitable for use with organic PCMs, because the heat-sealed seam is attacked by the organic
material, and it is unsuitable for temperatures above 70 ◦C. Paraffins are compatible with most
metals and alloys, but they can impregnate and soften some plastics.

Characteristics and Thermophysical Properties of PCMs

The precise determination of the transition zone at fusion and at solidification is essential for the
optimal design of a latent TES unit, since the transition zone of the PCM must match, sometimes
exactly, the intended operating temperature span of the latent TES unit. Pure substances have exact
melting and freezing points, but they are affected by impurities even in small amounts. Polymers
and mixtures have a more complex behavior, with a true, and sometimes very broad, transition
zone over which fusion or solidification is progressive. Salt hydrates, when pure, behave as pure
substances and afford little design flexibility. Design options based on salt hydrates are rather lim-
ited in the range 15–65 ◦C, because their fusion–solidification behavior cannot be easily modified.
Thermophysical properties of paraffins generally change monotonously as a function of chain length
(e.g., melting temperature). An important advantage of paraffins is that neighboring homologs are
totally compatible and that stable, homogeneous mixtures can be readily prepared. It is thus possi-
ble to design paraffin-based PCMs meeting a wide variety of transition-zone specifications (Paris
et al., 1993). Formulating a compound PCM for a given transition range is a key task in which
composition, thermophysical properties, and most other characteristics are fixed. However, proper-
ties of mixtures cannot be calculated from simple interpolation of properties of pure components,
and therefore experimental characterization is required.

The heat storage capacity of a latent TES is primarily a function of the heat of fusion of the
PCM. The heat of fusion of paraffins increases with chain length until 24 and is generally higher
than that of salt hydrates. The heat of fusion of salt hydrates increases with the degree of hydration,
but higher hydration often comes with incongruent or semicongruent fusion (Lane, 1988).

The specific heats of solid and liquid PCMs are not critical factors in the performance of a
system unless the operating span of the storage unit far exceeds the transition zone of the PCM.
Then, the mode of operation tends toward sensible heat storage and the relative contribution of
latent heat to its performance diminishes. Since a PCM changes temperature during operation, heat
transfer over a charge (or discharge) cycle includes sensible heat. Paraffins generally have higher
specific heats in both the solid and liquid states than salt hydrates.

Heat transfer to and from a storage unit strongly depends on the thermal conductivities of the
solid and liquid PCM. The higher the conductivities, the more efficient the heat transfer for a given
design. However, the heat-transfer phenomena during fusion or solidification of a PCM are very
complex because of the moving solid–liquid interface, the density and conductivity differences
between the two phases, and the induced movements in the liquid phase. Salt hydrates have higher
thermal conductivities than those of paraffins.

The density of a PCM is important, because it affects its storage effectiveness per unit volume.
Salt hydrates are generally more dense than paraffins, but are slightly more effective on a per volume
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basis, despite a slightly lower heat of fusion. The rate of crystallization of a salt hydrate can be
low, and can become the limiting factor in the rate of heat storage and restitution. Crystallization
is generally more rapid for paraffins, and heat-transfer mechanisms are then the limiting factors.
In addition, paraffins exhibit little or no supercooling, which is frequent and often significant in
magnitude with salt hydrates.

Paraffins have very low vapor pressures, which leads to low long-term loss of material and
flammability. Salt hydrates have significantly higher vapor pressures, which induce water loss and
progressive changes of thermal behavior. The vapor pressure of salt hydrates increases with the
degree of hydration, and salt hydrates exhibit variable chemical stability and can be subject to long-
term degradation by oxidization, hydrolysis, thermal decomposition, and other reactions. Some salt
hydrates are very corrosive in the presence of water. Paraffins are very stable and unreactive, but
slow oxidization may occur when they are exposed to air at elevated temperatures over extended
periods. Paraffins are not corrosive.

Salt hydrates are neither toxic nor flammable. They can be irritants, and contact with skin
and eyes should be avoided. Paraffins are innocuous, being neither toxic nor irritants. Although
paraffins are flammable in the presence of oxygen and at elevated temperatures, because of
their low vapor pressure they are considered low fire hazards. Compliance with safety codes for
products containing paraffin-based PCMs should not present particular difficulties if this point is
properly addressed in the design stage.

Table 3.9 presents experimental data on melting temperature, heat of fusion, thermal conductivity
and density data for several organic and inorganic compounds, aromatics, and fatty acids.

Latent TES using PCMs provides an effective way to store thermal energy from a range of
sources, high storage capacity, and heat recovery at almost constant temperatures. The relatively
constant temperature of storage can maximize solar collector efficiency, where relevant.

Performance of Latent TES with PCMs

To improve the performance of latent TES with PCMs, nucleating agents and thickeners have been
used to prevent supercooling and phase separation. Also, extended heat-transfer surfaces can be
used to enhance the heat transfer from PCM to the heat-transfer tubes. While many studies on the
latent TES systems have been performed at relatively low temperatures (below 100 ◦C) for TES
in home heating and cooling units, few studies have been undertaken for higher temperature heat
(above 200 ◦C), as is applicable for some solar energy systems and intermediate-temperature latent
TES. Magnesium chloride hexahydrate (MgCl2·6H2O), with a melting temperature of 116.7 ◦C, is
an attractive high-temperature PCM in terms of cost, material compatibility, and thermophysical
properties (a specific latent heat of 168.8 kJ/kg, a specific heat of 2.25 kJ/kgK in the solid state
and 2.61 kJ/kgK in the liquid state, a thermal conductivity of 0.704 W/mK in the solid state and
0.570 W/mK in the liquid state, and a density of 1570 kg/m3 in the solid state and 1450 kg/m3 in
the liquid state) (Choi and Kim, 1995).

Sharma et al. (1992) showed that the acetamide–sodium bromide eutectic is a promising latent
TES material that could find use in such applications as commercial and laundry water heat-
ing, process heating, domestic water and air heating, crop drying, and food warming. Vaccarino
et al. (1985) conducted an experimental study on the low-temperature latent TES and found that
two mixtures containing Ca(NO3)2·4H2O and KNO3 or Mg(NO3)2·6H2O are suitable PCMs for
passive heating of such facilities as buildings and greenhouses in the temperature range 15–35 ◦C,
and for domestic hot water production and active space heating in the range 25–55 ◦C.

Although PCMs must usually be placed in capsules or other vessels to prevent them from mixing
with heat carriers after melting, concepts have recently been developed that permit PCMs to come
into direct contact with heat carriers, thereby providing good heat exchange without the usual heat
exchangers or capsules. In such a system, an immiscible fluid is bubbled into the storage bottom
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Table 3.9 Measured thermophysical data of some PCMs

Compound Melting temp. Heat of fusion Thermal conductivity Density
(◦C) (kJ/kg) (W/mK) (kg/m3)

Inorganics
MgCl2 · 6H2O 117 168.6 0.570 (liquid, 120 ◦C) 1450 (liquid, 120 ◦C)

0.694 (solid, 90 ◦C) 1569 (solid, 20 ◦C)
Mg(NO3)2·6H2O 89 162.8 0.490 (liquid, 95 ◦C) 1550 (liquid, 94 ◦C)

0.611 (solid, 37 ◦C) 1636 (solid, 25 ◦C)
Ba(OH)2·8H2O 78 265.7 0.653 (liquid, 85.7 ◦C) 1937 (liquid, 84 ◦C)

1.255 (solid, 23 ◦C) 2070 (solid, 24 ◦C)
Zn(NO3)2·6H2O 36 1828 (liquid, 36 ◦C)

146.9 0.464 (liquid, 39.9 ◦C) 1937 (liquid, 84 ◦C)
CaBr2·6H2O 34 – 1956 (liquid, 35 ◦C)

115.5 – 2194 (solid, 24 ◦C)
CaCl2·6H2O 29 – 1562 (liquid, 32 ◦C)

190.8 0.540 (liquid, 38.7 ◦C) 1802 (solid, 24 ◦C)
1.088 (solid, 23 ◦C)

Organics
Paraffin wax 64 173.6 0.167 (liquid, 63.5 ◦C) 790 (liquid, 65 ◦C)

0.346 (solid, 33.6 ◦C) 916 (solid, 24 ◦C)
Polyglycol E400 8 99.6 0.187 (liquid, 38.6 ◦C) 1125 (liquid, 25 ◦C)

– 1228 (solid, 3 ◦C)
Polyglycol E600 22 127.2 0.187 (liquid, 38.6 ◦C) 1126 (liquid, 25 ◦C)

– 1232 (solid, 4 ◦C)
Polyglycol E6000 66 190.0 – 1085 (liquid, 70 ◦C)

– 1212 (solid, 25 ◦C)
Fatty acids
Stearic acid 69 202.5 – 848 (liquid, 70 ◦C)

965 (solid, 24 ◦C)
Palmitic acid 64 185.4 0.162 (liquid, 68.4 ◦C) 850 (liquid, 65 ◦C)

– 989 (solid, 24 ◦C)
Capric acid 32 152.7 0.153 (liquid, 38.5 ◦C) 878 (liquid, 45 ◦C)

– 1004 (solid, 24 ◦C)
Caprylic acid 16 148.5 0.149 (liquid, 38.6 ◦C) 901 (liquid, 30 ◦C)

– 981 (solid, 13 ◦C)
Aromatics
Biphenyl 71 119.2 – 991 (liquid, 73 ◦C)

– 991 (liquid, 73 ◦C)
Naphthalene 80 147.7 0.132 (liquid, 83.8 ◦C) 976 (liquid, 84 ◦C)

0.341 (solid, 49.9 ◦C) 1145 (solid, 20 ◦C)

Source: Lane (1980).

of the fused PCM and heat is transferred as the droplets rise. Here, the immiscible fluid agitates
the PCM so that the disadvantage of supercooling is minimized (Sokolov and Keizman, 1991).

Over 20,000 compounds and/or mixtures have been considered as PCMs, including single-
component systems, congruent mixtures, eutectics, and peritectics. Criteria being investigated
include melting point, phase-diagram characteristics, toxicity, stability, corrosivity, flammability,
safety, availability, and cost. Over 200 compositions, organic and inorganic compounds, eutectics,
and other mixtures have been considered as promising (Lane, 1988).

Sokolov and Keizman (1991) developed an attractive PCM application for hot water heating.
The system contains a solar pipe consisting of two concentric pipes with the space between them
filled with PCM (Figure 3.17). Solar radiation is directly absorbed on the outer surface and then
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Figure 3.17 A solar TES pipe using a PCM (Sokolov and Keizman, 1991)

transmitted to the PCM, where it is stored as sensible and latent heat. During energy release, heat
is exchanged between a water flow through the inner tube and the PCM storage, and hot water is
delivered at the discharge of the solar pipe.

In this system, direct solar radiation absorption onto the PCM container and direct heating of
water eliminate the need for energy transport media. Some advantages of the system include

• simple construction;
• efficient and compact latent heat storage;
• elimination of expensive components such as a water tank, pump, and control devices;
• suitability of the system for modular construction and installation;
• protection against freezing.

Solar TES as latent heat has an enormous potential. With latent heat, the temperature of the
phase change medium stays fixed. The most common PCM for solar applications is Glauber’s salt
(Na2SO4·10H2O).

Two approaches are under development to improve the performance of phase change storage.
One approach is to increase the temperature at which PCMs such as salts change phase, and the
other is to employ the use of a heat pump. The heat pump raises the temperature of the heat
extracted from the phase change storage to a temperature high enough to satisfy the thermal needs.

A further advantage of using a PCM is its capability to store up to nine times more energy for the
same volume of containment occupied by rocks. This characteristic is particularly advantageous for
retrofits (e.g., adding a solar energy system to an existing dwelling). One of the prime difficulties
in solar retrofits is locating and charging the store. The volume and mass of sensible TES in rocks
or water limit applications. On the other hand, the relatively low mass and volume of PCM often
makes it a good choice for retrofits. These characteristics permit latent TES to be located in attic
spaces, closets, or even sandwiched between floors and ceilings.

Selection of PCMs for Latent TES

No material has all the optimal characteristics for a PCM, and the selection of a PCM for a given
application requires careful consideration of the properties of various substances. Among PCMs,
sodium acetate trihydrate deserves special attention for its large latent heat of fusion–crystallization
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(264–289 kJ/kg) and its melting temperature of 58–58.4 ◦C. However, this substance exhibits
significant subcooling, preventing most practical large-scale applications, even though attempts
have been made to find ways of suppressing or reducing this phenomenon.

Energy balance simulations of a PCM wall as a TES in a passive direct gain solar house suggest
that the PCM melting temperature should be adjusted from the climate-specific optimum temperature
to achieve maximum performance of the storage. A nonoptimal melting temperature significantly
reduces the latent heat storage capacity, for example, a 3 ◦C nonoptimality temperature causes a
50% loss (Dincer and Dost, 1996).

Of practical importance in the selection of PCMs for solar and other thermal applications are
thermophysical properties such as

• heat of fusion,
• heat capacity of solid and liquid,
• thermal conductivity of solid and liquid, and
• density of solid and liquid.

Another important factor in PCM selection is supercooling and nucleation. Several PCMs exhibit
supercooling, that is, on attempting to freeze the material the temperature drops well below the
melting point before freezing initiates. Although the temperature rises to the melting point once
freezing begins, supercooling is nevertheless undesirable in latent TES because it can prevent the
withdrawal of stored heat. For this reason, nucleative materials are sometimes used.

The STL system

Peak cooling loads for buildings are often at a level two or more times higher than the average
daily load. Some industrial processes also have load peaks that are much greater than the average
load. Since many electric utilities impose demand charges based on a customer’s highest power
demand during on-peak hours and/or during the entire billing cycle, TES can be beneficial. The
STL (le stockage latent in French, or latent heat storage) latent TES can be an efficient solution
for these applications. The STL is composed of a tank filled with spherical nodules. The tank has
upper manholes to allow the filling with nodules. A lower manhole allows emptying. Inside the
tank two diffusers (inlet and outlet) spread the heat-transfer fluid along the tank. The pressure drop
through the tank is 2.5 mWG. The inlet in charge mode must be via the lower diffuser in order to
ensure the natural stratification.

The tanks are manufactured with black steel (test pressure between 4.5 to 10 bar), are delivered
empty and positioned on site or, if access to the site is impossible, constructed on site. The nodules
are spherical with a diameter of 77 mm, 78 mm, or 98 mm (depending on the nodule type).

The nodules (Figure 3.18a) contain the PCM. The mechanical and chemical characteristics of
the nodule shell (manufactured with polyolefin) are well adapted to the conditions encountered in
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Figure 3.18 (a) The nodule for STL system (Courtesy of Cristopia Energy Systems), and (b) a capsule for
the new STL latent TES (Courtesy of Mitsubishi Chemical Co.)



140 Thermal Energy Storage

air-conditioning or refrigeration systems. Once filled with PCM, the nodule plugs are sealed by
ultrasonics to ensure perfect water tightness. The nodules are delivered in 22-kg bags. Tanks are
filled on site. The filling is regular and homogeneous. Filling procedures are described elsewhere
(for details, see Cristopia, 2000).

The shape of the tank is usually cylindrical in order to withstand service pressure higher than
3 bar. The test pressure varies between 4.5 and 10 bar. The spherical shape also allows an easy
filling. The nodule diameter has been calculated to meet economical and technical requirements.
The size allows high exchanges until the end of the cycle.

The use of modern technologies permits quality control. The materials used are completely
neutral to the PCMs and heat-transfer fluid. This product development work has led to a very high
reliability of the STL. The temperature range offered is −33 to +27 ◦C.

It is important to mention that in the STL system the quantity of energy stored for each type of
nodule is proportional to the storage volume. The number of nodules in a system determines the
heat exchange rate between the nodules and the heat-transfer fluid.

In the terminology, an STL is determined by the phase change temperature and the volume (i.e.,
the storage capacity and the heat exchange rate). There are three types of nodules characterized by
their diameter: AC (98 mm), IC, and IN (78 mm) (Cristopia, 2000), such as

• STL-AC.OO-15. Where AC: 98_mm diameter nodules, 00: phase change temperature in OC,
and 15: tank volume in m3.

• STL-IN.15-50. Where IN: 78-mm diameter nodules for negative temperature, 15: the phase
change temperature (melting) is −15 ◦C, and 50: tank volume in m3.

• STL-IC.27-100. Where IC: 78-mm diameter nodules, 27: the phase change temperature (melting)
is +27 ◦C, and 100: tank volume in m3.

The features and characteristics of the nodules can be summarized as follows (Cristopia, 2000):

• material is a blend of polyolefins;
• chemically neutral toward eutectics and heat-transfer fluid;
• thickness is 1.0 mm; there is no migration of the heat-transfer fluid;
• sphere is obtained by blow moulding and there is no leakage;
• sealing of the cap is by ultrasonic welding;
• exterior diameter is 98 mm for air-conditioning and 78 or 77 mm for industrial cooling or backup;
• exchange surface diameter is 78 or 77 mm for 1.0 m2/kWh stored and the diameter is 98 mm for

0.6 m2/kWh stored;
• air pocket for expansion; no stress on the nodule shell;
• useful number of nodules per m3; diameter is 77 mm for 2548 nodules per m3, 78 mm for 2444

nodules per m3, and 98 mm for 1222 nodules per m3.

The characteristics of the STL tanks can be summarized as follows (Cristopia, 2000):

• black steel,
• horizontal or vertical,
• outside, inside, buried, built on-site,
• rustproof exterior paint,
• insulation on-site,
• efficient diffuser system,
• high service pressure,
• pressure drop of 2.5 mWG,
• made to measure according to site requirements.
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The Energy Research Group in Japan in collaboration with Mitsubishi Chemical Co. is
investigating the performance of the STL system in combination with storage tanks developed
for solar energy utilization. The STL system consists of salts and hydrates contained in plastic
capsules (Figure 3.18b), where the thermal energy is stored during hydration of the thermally
dehydrated salt. Different PSMs that operate at a wide range of storage temperatures are suitable
for various applications such as domestic hot water, space heating, and cooling.

Traditional refrigeration systems are designed to satisfy the peak cooling demand, which occurs
only a few hours per year, and thus spend most of their operational lives working at reduced
capacity and lower efficiency. The STL system, which is suitable for any air-conditioning system
or refrigeration plant, allows installed chiller capacity (and the size of other components) to be
significantly reduced – typically between 40 and 60%. The STL system provides the shortfall of the
energy when demand exceeds chiller capacity. Thus, chiller operation is continuous and at maximum
efficiency. The result is reduced operating costs for refrigeration and building air-conditioning by
taking advantage of lower cost off-peak electricity and reducing demand charges. The STL system
allows real management of the cooling energy according to the demand. In addition, the STL
allows the consumption of night-time electricity produced with a higher efficiency (2300 kcal/kWh
compared to 3500–4000 kcal/kWh at peak hours), resulting in a reduction in CO2 emissions and
energy consumption. The reduction in the chiller size also reduces the quantity of refrigerant used,
which is important with increasingly strict laws on refrigerants.

Heat Pump Latent TES

A heat pump was integrated with latent TES to enable quick room temperature increases and
defrosting. This inverter-aided room air-conditioner/heat pump was put on the market by Daikin
Industries Ltd. in Japan in 1989. The latent TES consists of the PCM, polyethylene glycol, which
surrounds a rotary compressor, as shown in Figure 3.19. Heat released from the compressor is
transferred to the TES through a finned-tube heat exchanger. The TES is used during start-up and
during defrosting. During start-up, the TES reduces the time required to reach a 45 ◦C discharge
air temperature by 50%. During defrosting, a heating capacity of 3.5 kW is made available by the
TES, which avoids a drop in room temperature. Integrating the system improved heat capacity by
about 10% and COP by 5%. The characteristics of the system were also improved with TES. The
installation space required is the same as that for a conventional heat pump/air-conditioner.

Accumulator

Insulation

Compressor

Heat exchanger

Figure 3.19 A latent TES integrated with a heat pump (IEA, 1990)
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3.8 Cold Thermal Energy Storage (CTES)
Cooling capacity can be stored either by chilling or freezing water (or such other materials as
glycol and eutectic salts). Water is the storage material of choice for a variety of practical and
thermodynamic reasons, including its ready availability, relative harmlessness, and its compatibility
with a wide availability of equipments for its storage and handling. The choice of whether the water
should be used in sensible or latent types, which equipment should be used, if eutectic salts should
be applied to raise freezing temperatures, and so on, is often not simple. Options are numerous, and
answers are not clear-cut. Ultimately, the CTES method selected must meet the particular needs
and constraints of the specific facility in which it is installed.

CTES is an innovative way of storing night-time off-peak energy for daytime peak use. In many
locations, demand for electrical power peaks during summer. Air-conditioning is the main reason,
in some areas accounting for as much as half of the power demand during the hot mid-day hours
when electricity is most expensive. Since, at night, utilities have spare electrical generating capacity,
electricity generated during this “off-peak” is much less expensive.

In essence, one can air-condition during the day using electricity produced at night. CTES
has become one of the primary means of addressing the electrical power imbalance between high
daytime demand and high night-time abundance. If properly designed, installed, operated, and
maintained, CTES systems can be used to shift peak cooling loads to off-peak periods, thereby
evenly distributing the demand for electricity and avoiding shortages usually encountered during
peak periods.

Although the phrase “cool TES” may appear to be contradictory, it is not. The phrase TES
is widely used to describe storage of both heating and cooling energy. TES for heating capacity
usually involves using heat at above environment temperatures from a variety of sources to heat a
storage medium for later use. In contrast, cold TES uses off-peak power to provide cooling capacity
by extracting heat from a storage medium, such as ice, chilled water, or PCMs. Typically, a CTES
system uses refrigeration equipment at night to create a reservoir of cold material, which is tapped
during the day to provide cooling capacity. In this book, the abbreviation CTES represents both
cool and cold TES.

CTES has many advantages. Lower night-time temperatures allow refrigeration equipment to
operate more efficiently than during the day, reducing energy consumption. Lower chiller capacity
is required, which leads to lower equipment costs. Also, using off-peak electricity to store energy for
use during peak demand hours, daytime peaks of power demand are reduced, sometimes deferring
the need to build new power plants.

CTES systems are presently operational in many commercial and industrial buildings in various
countries. Some are not achieving expected design performance, often because TES design engineers
and construction companies in the past lacked experience. Now, package-type TES systems are
available and are commonly used, which involve more straightforward design and installation for
conventional air-conditioning systems. Therefore, the economic and other benefits of TES operating
performance at design conditions for system owners are more likely to be attained.

3.8.1 Working Principle

CTES systems, which have the potential to provide substantial operating cost savings, are most
likely to be cost effective in situations where

• a facility’s maximum cooling load is much greater than the average load;
• the utility rate structure has higher demand charges for peak demand periods;
• an existing cooling system is being expanded;
• an existing tank is available;
• limited on-site electric power is available;
• backup cooling capacity is desirable;
• cold air distribution is desirable or advantageous.
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It is difficult to generalize about when cool storage systems will be cost effective, but if one or
more of the above criteria are satisfied, a detailed analysis may prove worthwhile.

Some CTES systems generate ice during off-peak hours and store it for use in daytime cooling.
Until recently, decreasing electricity costs and an abundance of reliable cooling equipment had
slowed the development of this technology, which has existed for more than half a century. Today,
increases in maximum power demands, major changes in electric rate structures, and the emergence
of utility-sponsored incentive programs have inspired a renewed interest in CTES. For instance,
utility companies often experience peak electrical demands for 4 to 6 h on hot summer afternoons,
when air-conditioning loads also peak, and apply time-of-use rates to discourage energy consump-
tion during these peak demand periods. One objective is for the air chiller to be shut down during
peak-load hours and to have a TES system that provides cooling for the facility at those times.

An ice-ball system uses chillers to build ice at night. The ice balls float in a glycol solution that
runs through chillers in the evening. These chillers, which are set at −7.5 to −6.5 ◦C, freeze the ice
balls in the storage tanks, and the glycol circulates around the ice balls. Chilled glycol is pumped
into the bottom of the tank to freeze the ice balls, and warms as it rises and extracts heat from the
ice balls. Later, the cycle is reversed and the glycol is pumped into the top of the tank and past
the ice balls. The cold glycol solution then passes through heat exchangers and is connected to
the building’s chilled-water system, which interfaces with the air handler. Cooling is thus obtained
while only operating the fans on the air handlers, but cooling is the same if chillers are operated
with the air-handling units.

3.8.2 Operational Loading of CTES

Several strategies are available for charging and discharging a storage to meet cooling demand
during peak hours. The main strategies are full storage and partial storage.

Full-Storage CTES

A full-storage strategy shifts the entire peak cooling load to off-peak hours (Figure 3.20a). The
system is typically designed to operate on the hottest anticipated days at full capacity during all
nonpeak hours in order to charge the storage. This strategy is most attractive when peak demand
charges are high or the peak period is short.

Full-storage (load-shifting) designs are those that use storage to fully decouple the operation of
the heating or cooling generating equipment from the peak heating or cooling load. The peak heating

T
on

s

T
on

s

T
on

s

24-h period 24-h period 24-h period

(a) (b) (c)

Load
Chiller meets load directlyChiller on

Storage meets load Chiller charging storage Reduced on-peak demandA

C

B

A
C

C
C C

C

A
A

B BB

B

C

Figure 3.20 Operating strategies: (a) full-storage, (b) partial-storage load leveling, and (c) partial-storage
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or cooling load is met through the use (i.e., discharging) of the storage while the heating or cooling
generating equipment is idle. Full-storage systems are likely to be economically advantageous only
under one or more of the following conditions:

• spikes in the peak load curve are of short duration;
• time-of-use energy rates are based on short-duration peak periods;
• there are short overlaps between peak loads and peak energy periods;
• large cash incentives are offered for using TES;
• high peak-demand charges apply.

For example, a school or business whose electrical demand drops dramatically after 5 p.m. in an
electric utility territory where peak energy and demand charges apply between 1 p.m. and 9 p.m.
can usually economically apply a full CTES. Cooling during the 4-h period between 1 p.m. and
5 p.m. can be fully shifted, that is, can be met with a relatively small and cost-effective CTES
system and without oversizing the chiller equipment.

Partial-Storage CTES

In a partial-storage method, the chiller operates to meet part of the peak-period cooling load, and
the rest is met by drawing from storage. The chiller is sized at a smaller capacity than the design
load. Partial-storage systems may operate as load-leveling or demand-limiting operations. In a load-
leveling system (Figure 3.20b), the chiller is sized to run at its full capacity for 24 h on the hottest
days. The strategy is most effective where the peak cooling load is much higher than the average
load. In a demand-limiting system, the chiller runs at reduced capacity during peak hours, and is
often controlled to limit the facility’s peak demand charge (Figure 3.20c). Demand savings and
equipment costs are higher than they would be for a load-leveling system, and lower than those
for a full-storage system.

Partial storage is more often the most economic option, and therefore represents the majority of
thermal storage installations. Although partial storage does not shift as much load (on a design day)
as a full-storage system, partial-storage systems can have lower initial costs, particularly if the design
incorporates smaller equipment by using low-temperature water and cold-air distribution systems.

For many applications, a form of partial storage known as load leveling can be used with
minimum capital cost. A load-leveling system is designed with the heating or cooling equipment
sized to operate continuously at or near its full capacity to meet design-day loads. Thus, equipment
having minimum capacity (and cost) can be used. During operation at less than peak design loads,
partial-storage designs can function as full-storage systems. For example, a system designed as a
load-leveling partial storage for space heating at winter design temperatures may function as a full
storage (with a full demand shift) on mild spring or autumn days.

3.8.3 Design Considerations

CTES can take many forms to suit a variety of applications. This section addresses several groups
of CTES applications: off-peak air-conditioning, industrial/process cooling, off-peak heating, and
other applications.

Selecting a storage system and its characteristics usually requires a detailed feasibility study.
An analysis is involved, and is best accomplished following an established procedure. Data needed
for feasibility analysis can include (i) an hour-by-hour 24-h building-load profile for the design
day, and (ii) a description of a baseline non-storage system, including chiller capacity, operating
conditions, and efficiency. The description of a CTES often stipulates the following:

• the sizing basis (full storage, or load leveling, or demand limiting);
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• sizing calculations showing chiller capacity and storage capacity, and considering the required
supply temperature;

• the design operating profile, showing load, chiller output, and amount of heat added to or taken
from storage for each hour of the design day;

• chiller operating conditions while charging the storage, and, if applicable, when meeting the
load directly;

• the chiller efficiency under each operating condition;
• a description of the system control strategy, for the design-day and part-load operation.

An operating-cost analysis includes

• an evaluation of demand savings;
• a determination of changes in energy consumption and cost;
• a description and justification of the assumptions used for annual energy demand and

use estimates.

Storage equipment manufacturers often provide simulations of storage performance for a given
load profile and chiller temperature to assist design efforts.

Although applications and technologies vary significantly, certain characteristics and design
options are common to all TES systems. Whether for heat or cool storage, and whether for storing
sensible or latent heat, storage designs follow one of two control strategies: full storage or partial
storage (Figure 3.21).

The following steps should be considered for all ice TES refrigeration systems:

• Design for part-load operation. Refrigerant flow rates, pressure drops, and velocities are
reduced during part-load operation. Components and piping must be designed so that, at all
load conditions, control of the system can be maintained and the working fluid can be returned
to the compressors.

• Design for pull-down load. Because ice-making equipment is designed to operate at water
temperatures approaching 0 ◦C, a higher load is imposed on the refrigeration system during the
initial start-up, when the inlet water is warmest. The components must be sized to handle this
higher load.
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• Plan for chilling versus ice making. Most ice-making equipment has a much higher instan-
taneous chilling capacity than ice-making capacity. This higher chilling capacity can be used
advantageously if the refrigeration equipment and interconnecting piping are properly sized to
accommodate alternative modes of operation.

• Protect compressors from liquid slugging. Ice producers and ice harvesters tend to contain
more refrigerant than chillers of similar capacity used for nonstorage systems. The opportunity,
therefore, exists for compressor liquid slugging. Care should be taken to oversize suction accu-
mulators and equip them with high-level compressor cutouts and suction heat exchangers to
evaporate any remaining liquid.

• Oversize the receivers. The system should be made easy to maintain and service. Maintenance
flexibility may be provided in a liquid overfeed system by oversizing the low-pressure receiver
and in a direct-expansion system by oversizing the high-pressure receiver.

• Prevent oil trapping. Refrigerant lines should be arranged to prevent the trapping of large
amounts of oil anywhere in the system, and to ensure its return to compressors under all operat-
ing conditions, especially during periods of low compressor loads. All suction lines should slope
toward the suction line accumulators, and all discharge lines should pitch toward the oil separa-
tors. Oil tends to collect in the evaporator because that is the location at the lowest temperature
and pressure. Because refrigerant accumulators trap oil as well as liquid refrigerant, the larger
accumulators needed for ice storage systems require special provisions to ensure adequate oil
return to the compressors.

It is important to fully analyze design trade-offs; comparisons of CTES to other available cost-
and energy-saving opportunities should be fair. For example, if energy-efficient motors are assumed
for a CTES design, they should be assumed for the nonstorage system being compared. Current
designs should be considered in comparisons, whether based on hydrochlorofluorocarbons (HCFCs),
hydrofluorocarbon (HFCs), or ammonia refrigerants, or on any of the proven refrigeration techniques
(e.g., direct expansion, flooded, liquid overfeed).

Means are often sought to reduce electrical costs. One way to do this is to lower electrical
consumption at peak times of the day. Conventional air-conditioning systems often contribute a
large percentage to this peak load, because they typically run during peak hours. Shifting air-
conditioning loads to off-peak times when demand costs are lower cuts demand costs significantly.
CTES can help shift air-conditioning loads in this way.

CTES is a proven and workable technology. Over 10,000 CTES systems currently operate in
the USA. TES relies on an inexpensive storage medium using high specific or latent heat to store
cooling. The most common types of storage units use chilled water or ice. Because of the difference
in energy density of the storage, ice storage units are smaller.

3.8.4 CTES Sizing Strategies

The decision of which sizing strategy to use for a CTES is generally an economic rather than a
technical one. There are three basic storage-sizing strategies:

• full storage,
• load-leveling partial storage, and
• demand-limiting partial storage.

The full-storage strategy supplies all of a facility’s peak cooling needs using a storage unit by
shifting all of the electrical demand caused by cooling to off-peak hours. Calculating the design-day
cooling requirement (tons per hour) during peak times and dividing that by the tank’s efficiency
factor determines the size of storage tank needed. Initial costs are usually expected to be high.
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The load-leveling partial-storage strategy supplies only part of a building’s cooling load during
peak hours. This method levels the building’s electrical demand caused by cooling over the design
day. Compared to the other two strategies, this method minimizes the size of storage and refrig-
eration equipment needed to cool a building, resulting in lower equipment costs. However, this
strategy does not create as great operating savings as the others.

Demand-limited partial storage requires less storage capacity than full storage, but more than
load-leveling strategies, and lowers a building’s peak electrical demand to a predetermined level.
This level is normally equal to the peak demand imposed by noncooling loads. To effectively keep
the total electric demand below the predetermined level, real-time controllers are required to monitor
the building’s non-cooling loads and control the ratio of storage- and chiller-supplied cooling.

Reduced operating costs are the primary benefit derived from using CTES. Energy cost can be
reduced for cooling a facility by as much as 70%. Typical payback periods using CTES usually
range from 2 to 6 years. Prediction of cost savings from using CTES requires the following
building-specific information:

• hour-by-hour power usage;
• performance of the proposed cool storage system;
• the local electrical utility’s rate structure.

Particularly in the United States, utility companies sometimes offer incentive programs, reduced
rates, or free feasibility studies related to saving energy. Incentive payments for installing a func-
tional TES unit can be in the form of cash subsidies or rebates to the customer. Retrofits are usually
eligible for higher incentives than new construction. Feasibility studies are an indirect inducement
that may be offered free or at a reduced rate by the utility.

3.8.5 Load Control and Monitoring in CTES

Two key control issues unique to CTES systems are monitoring and regulating the water or ice
temperature and controlling tank-water level (Maust, 1993). Temperature sensors inside chilled-
water storage tanks provide data which the control system uses to evaluate the tank’s cooling
capacity. Temperature monitoring also gives the operator information to make load-management
and chiller-operation decisions. For instance, encapsulated ice systems evaluate cooling capacity
by monitoring tank liquid level and the amount of ice that remains. By trend-logging the cooling
demand and the rate at which stored cold is used, an operator can operate a chiller plant and the
storage system to achieve the desired objectives.

It is also important to monitor the tank water level, because it can indicate faulty operation.
Large volumes of water are often involved, and a leak or break in the treated-water system could
lead to large and expensive losses. Sensors monitoring tank level, performance of the makeup water
system and pressure regulating components provide important diagnostic information.

Small ice CTES systems have built-in control systems. For large ice storage systems, such
as the encapsulated systems, control systems are integrated into the building automation system
that controls chillers, pumps, and air-handling units. These control systems are normally custom
designed and constructed on site. Systems typically consist of a set of microprocessors connected
to a high-speed, local-area network and an operator’s workstation. Network control systems usually
require minimal operator training. Software continuously monitors building load, storage capacity,
and outdoor conditions and compares them with historical data. The program determines the best
use of chillers and stored cool water. A control system also can provide troubleshooting capabilities.

Monitoring and control of CTES systems are generally straightforward. For example, consider
two basic modes of operation such as near-full storage and partial storage. In near-full storage,
chillers are permitted to operate as little as possible during peak hours. In partial storage, chillers
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are allowed to operate up to a pre-determined load limit during peak hours, with storage making
up the remainder of a daily load.

3.8.6 CTES Storage Media Selection and Characteristics

The storage medium determines how large the storage tank will be and the size and configuration of
the HVAC system and components. The main options include chilled water, ice, and eutectic salts.
Ice systems offer the densest storage capacity, but have the most complex charge and discharge
equipment. Water systems offer the lowest storage density, and are the least complex. Eutectic salts
have intermediate characteristics. Some details on each storage medium are as follows:

• Chilled water. Chilled-water systems require the largest storage tanks, but can easily interface
with existing chiller systems. Chilled-water CTES systems use the sensible heat capacity of
water to store cooling capacity. They operate at temperature ranges (3.3–5.5 ◦C) compatible
with standard chiller systems and are most economical for systems greater than 2000 ton-hours
in capacity.

• Ice. Ice systems use smaller tanks and offer the potential for the use of low-temperature air
systems, but require more complex chiller systems. Ice CTES systems use the latent heat of
fusion of water (335 kJ/kg) to store cooling capacity. Storage of energy at the temperature of ice
requires refrigeration equipment that provides charging fluids at temperatures below the normal
operating range of conventional air-conditioning equipment. Special ice-making equipment or
standard chillers modified for low-temperature service are used. The low chilled-water-supply
temperatures available from ice storage allow the use of cool-air distribution, the benefits of
which include the ability to use smaller fans and ducts and the introduction of less humid air
into occupied spaces. With ice as the storage medium, there are several technologies available
for charging and discharging the storage: ice harvesting systems feature an evaporator surface
on which ice is formed and periodically released into a storage tank that is partially filled
with water. External melt ice-on-coil systems use submerged pipes through which a refrigerant
or secondary coolant is circulated. Ice accumulates on the outside of the pipes. The storage
is discharged by circulating the warm return water over the pipes, melting the ice from the
outside. Internal melt ice-on-coil systems also feature submerged pipes on which ice is formed.
The storage is discharged by circulating warm coolant through the pipes, melting the ice from
the inside. The cold coolant is then pumped through the building cooling system or used to
cool a secondary coolant that circulates through the building’s cooling system. Encapsulated ice
systems use water inside submerged plastic containers that freeze and thaw as cold or warm
coolant is circulated through the storage tank holding the containers. Ice slurry systems store
water or water/glycol solutions in a slurry state (a partially frozen mixture of liquid and ice
crystals that looks like slush). To meet a cooling demand, the slurry may be directly pumped to
the load or to a heat exchanger cooling a secondary fluid that circulates through the building’s
chilled-water system. Internal melt ice-on-coil systems are the most commonly used type of ice
storage technology in commercial applications. External melt and ice-harvesting systems are more
common in industrial applications, although they can also be applied in commercial buildings
and district-cooling systems. Encapsulated ice systems are also suitable for many commercial
applications. Ice slurry systems have not been widely used in commercial applications.

• Eutectic salts. Eutectic salts can use existing chillers but usually operate at warmer temperatures
than ice or chilled-water systems. Eutectic salts use a combination of inorganic salts, water, and
other elements to create a mixture that freezes at a desired temperature. The material is encap-
sulated in plastic containers that are stacked in a storage tank through which water is circulated.
The most commonly used mixture for thermal storage freezes at 8.3 ◦C, which allows the use of
standard chilling equipment to charge storage, but leads to higher discharge temperatures. These
temperatures, in turn, limit the operating strategies that may be applied. For example, eutectic
salts may only be used in full-storage operation if dehumidification requirements are low.
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Water versus Ice CTES

To increase compactness, CTES systems have been developed that utilize the latent heat of in-phase
changes (usually solid–liquid) of substances. Presently in practice, latent storage utilizing water
and ice is employed most widely.

Figure 3.22 shows that the cooling capacity of an ice CTES system under total freezing is 18
times as high as that of a water CTES operating between 12 and 7 ◦C. Consequently, the thermal
storage volume can be substantially reduced. However, because of practical difficulties in melting
ice, it is often not advantageous to turn all the water into ice. Figure 3.23 shows how the ice packing
factor (IPF) affects the tank volume for ice CTES in comparison to water CTES. As shown, if 10%
of the water is converted to ice, the tank volume is 32% of that for a water storage tank.

Currently, buildings in Japan have a cooling load to heating load ratio of approximately 2 : 1 to
3 : 1 due to the heating load of office equipment. If a TES tank is used as a hot water tank in winter,
the same tank can be used with an IPF of about 10% for balanced service in winter. As a result of the
reduced tank volume, it is possible to install it on the roof. A further advantage of the reduced vol-
ume of ice storage is lower surface area, which leads to lower heat losses relative to a water CTES.

Conventional water CTES systems utilize sensible heat and thus need large tanks. These are
often located under a building. In many cases, however, it is difficult to secure such a large tank
space, and the use of conventional systems is thus restricted. The design and development of more
compact thermal storage tanks has therefore become important.

A major drawback of ice thermal storage is that, since ice must be produced, the chiller
evaporator temperature must be lower than that for a water CTES, so chiller capacity and COP are
decreased. For water CTES, the evaporation temperature of an ordinary chiller is in the vicinity of
0 ◦C. For ice CTES, however, evaporator temperatures are often below −10 ◦C so that the capacity
and COP are reduced to about 56 and 71%, respectively, of those of a water CTES system. A
capacity drop leads to an increase in the size and cost of the chiller, while a COP reduction leads
to an increase in energy costs. To control both of these costs, it is desirable to store the minimum
of ice required by the available space.

Water TES

20.9 kJ

= 20.9 kJ

Ice TES

334.4 kJ + 50.2 kJ

= 384.6 kJ7 °C water

(1 kg)
12 °C water

(1 kg)
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(1 kg)
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Figure 3.22 The capacity of an ice CTES is 18 times as high as that of water CTES (Kuroda, 1993)
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Two basic types of commercial ice storage exist: static (ice building) and dynamic (ice shucking)
systems. In the static system, ice is formed on the cooling coils within the storage tank itself (ice-
on-coil). Such systems are normally manufactured in packaged units and connected to the building’s
chilled-water system. Dynamic systems, which are becoming popular, make ice in chunks or crushed
(so-called ice harvesting) form and deliver it for storage in large pits similar to those used in
chilledwater systems. Dynamic systems may also include the formation of ice glycol slurry, which
can be stored in a tank. Static ice storage systems are designed to form ice on the surface of
evaporator tubes, and to store it until chilled water is needed for cooling. The ice is melted by the
warm return water, thereby re-cooling the water before it is pumped back to the coils in the building.
Other static systems use brine that circulates through tubes in an ice block or around containers filled
with frozen water. These systems have the advantage of being closed and not open to the atmosphere.
An examination of the relative costs of ice CTES systems versus comparable water storage systems
sometimes indicates that the ice CTES system costs less, mainly because of the considerably reduced
storage volume requirements. Ice CTES has the disadvantage of lower evaporator temperatures and
higher electrical energy requirements to achieve the necessary freezing of the water.

On the basis of years of experience, many companies believe that chilled water and encapsulated
ice are the most practical storage methods. Chilled CTES requires a large vertical tank with a
capacity of approximately 0.283 m3 per ton-hour of storage. Encapsulated ice requires a much
smaller storage capacity, approximately 0.071 m3 per ton-hour stored.

Both systems have advantages that are site specific. In general, chilled-water storage becomes
practical in capacities exceeding 25,000 ton-hours. In addition, companies note the following:

• Encapsulated ice CTES systems produce much colder water, so pumps, piping, heat exchangers,
and cooling coils can be smaller. Chiller compressors must be of the positive displacement
type, such as rotary screws or reciprocating. Centrifugal compressors are not practical for
this application.

• Chilled CTES systems may use any type of system as long as there is a 20 ◦C difference during
the discharge cycle between supply and return water. Each cooling coil should be equipped with
a dedicated pump and a direct digital control (DDC) system.

PCMs (Eutectic Salts) for CTES

PCMs have recently received significant attention for CTES, although they have been considered for
heating since the early 1980s. PCMs suitable for CTES are eutectic salts that undergo liquid/solid
phase changes at temperatures as high as 8.3 ◦C, and absorb and release large amounts of energy
during the phase change. Stored in hermetically sealed plastic containers, PCMs change to solids
as they release heat to water, or to another fluid that flows around them. At these temperatures
(up to 8.3 ◦C), chillers can operate more efficiently than at the low temperatures required by ice
CTES systems. PCMs also have about three times the storage capacity of a typical chilled-water
CTES system. The choice of ice, chilled water, or PCMs depends on the services needed. If low
temperatures are needed, ice is likely preferable. If more conventional temperatures are needed and
space is available, chilled-water CTES can be installed. If space is limited, but low temperatures
are not required and a passive, easy-to-maintain system is desired, PCM may be a good choice.

Ice CTES is one example of using the latent heat characteristic of a storage medium. The
significance of latent heat is that far more energy may be added or removed from a storage material
as it undergoes a change of phase than can be added or removed from a material that remains in a
single liquid phase, such as water, or a single solid phase, such as rock or brick.

Two commercially available materials that enhance the phase change process that ordinarily
occurs between water and ice are eutectic salts and gas hydrates. Eutectic salts are mixtures of
inorganic salts, water, and additives. Gas hydrates are produced by mixing gas with water. Both
of these materials work by raising the temperature at which water freezes. These materials have
the advantage of a freezing point of 8.3 or 8.8 ◦C, which reduces energy requirements for freezing.
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PCMs can, therefore, provide a highly desirable TES storage medium for cooling purposes. PCMs
also provide most of the storage space advantages associated with ice storage systems. By freezing
and melting at 8.3 or 8.8 ◦C, the PCMs can be easily used in conventional chilled-water systems
with centrifugal or reciprocating chillers. The storage tank can be placed above or below grade. In
addition, chiller power requirements are reduced when PCMs are used for TES because evaporative
temperatures remain fairly constant.

Gas hydrates, still in the development stage for large, commercial installations, have some advan-
tages over eutectic salts. Gas hydrates have high latent heat values, which lead to size and weight
advantages. Gas hydrates require only one-half to one-third of the space, and are approximately
one-half the weight of an equivalent eutectic salt system.

Like ice and chilled-water storage systems, hydrated salts have been in use for many decades.
PCMs with various phase-change points have been developed. To date, the hydrated salt most
commonly used for CTES applications changes phase at 8.3 ◦C, and is often encapsulated in plastic
containers. The material is a mixture of inorganic salts, water, and nucleating and stabilizing agents.
It has a latent heat of fusion of 95.36 kJ/kg and a density of 1489.6 kg/m3. A CTES using the latent
heat of fusion of this PCM requires a capacity of about 0.155 m3/ton-hour for the entire tank
assembly, including piping headers.

PlusICE PCMs The disadvantages of conventional ice CTES (low temperature chillers to
build ice) and water CTES (large volume of water storage) can be overcome by utilizing the
latent heat capacity of various eutectic salts, otherwise known as PCMs . Table 3.10 lists several
types of commercially available PlusICE substances and their thermophysical data. For different
phase change temperatures, some other types of substances are also available. PlusICE, mixtures
of nontoxic eutectic salts, have freezing and melting points higher than those of water, and the
temperature range offered by this concept provides the following benefits:

• space-efficient coolness and heat recovery CTES;
• utilization of existing chiller and refrigeration equipment for new and retrofit CTESs;
• elimination of low-temperature glycol chillers;
• improvement of system efficiency due to higher evaporation temperatures and possible charging

by means of free cooling (i.e., without operating the chiller).

Table 3.10 Commercially available PlusICE substances

PlusICEtype Phase change Density Heat of fusion Latent heat
temperature (◦C) (kg/m3) (kJ/kg) (MJ/m3)

A4 4 766 227 174
E7 7 1542 120 185
E8 8 1469 140 206
A8 8 773 220 170
E10 10 1519 140 213
E13 13 1780 140 245
E21 21 1480 150 222
A22 22 775 220 171
A28 28 789 245 193
E30 30 1304 201 262
E32 32 1460 186 272
E48 48 1670 201 336
E58 58 1280 226 289
E89 89 1550 163 253
E117 117 1450 169 245
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Figure 3.24 (a) PlusICE beam for CTES applications, (b) centralized and localized PlusICE applications
(Courtesy of Environmental Process Systems Limited )

PlusICE beams (Figure 3.24a) provide a static CTES system, and the self-stacking modular
tube concept offers flexibility for the size and location. They can be manufactured either as a
single or multi-pass arrangement for the most economical capacity and duty balancing for any
given new and retrofit application. Site-assembled modular self-stacking design offers flexibility
and simple installation. Future capacity increases can be easily accommodated by simply adding
more beams into an existing module with minimal modification. In the operation of the system,
water or refrigerant is circulated within the inner tube and the excess capacity from this fluid is
stored in the form of latent heat by the eutectic salts during the charging mode. This operation
is reversed during the discharge mode to supplement the system load. Beams can be applied as
either a totally centralized CTES, similar to a conventional storage tank, or totally localized, that
is, spread over the system as part of the pipe runs, or a combination of the two (Figure 3.24b).
This enables a reduction or even elimination of the central storage module.

3.8.7 Storage Tank Types for CTES

Storage tanks must have the strength to withstand the pressure of the storage medium, and be
watertight and corrosion resistant. Aboveground outdoor tanks must be weather resistant. Buried
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tanks must withstand the weight of the soil covering and any other loads that might occur above the
tank, such as the parking of cars. Tanks may also be insulated to minimize thermal losses (which
are typically 1–5% per day).

The options for tank materials include the following:

• Steel. Large steel tanks, with capacities up to several million cubic meters, are typically cylin-
drical in shape and field-erected of welded plate steel. Corrosion protection, such as an epoxy
coating, is usually required to protect the tank interior. Small tanks, with capacities of less than
100 m3, are often rectangular in shape and typically made of galvanized sheet steel. Cylindrical
pressurized tanks are generally used to hold between 10 and 200 m3.

• Concrete. Concrete tanks may be precast or cast-in-place. Precast tanks are most economical in
sizes of one million gallons or more. Cast-in-place tanks can often be integrated with building
foundations to reduce costs. However, cast-in-place tanks are more sensitive to thermal shock.
Large tanks are usually cylindrical in shape, while smaller tanks may be rectangular or cylindrical.

• Plastic. Plastic tanks are typically delivered as prefabricated modular units. Ultraviolet (UV)
stabilizers or an opaque covering is required for plastic tanks used outdoors to provide protection
against the UV radiation in sunlight.

Steel and concrete are the most commonly used types of tanks for chilled-water storage. Most
ice harvesting systems and encapsulated ice systems use site-built concrete, while external melt
systems usually use concrete or steel tanks, internal melt systems usually use plastic or steel, and
concrete tanks with polyurethane liners are common for eutectic salts.

CTES tanks often use insulation. Because of the low temperatures associated with ice storage,
insulation is a high priority. Ice storage tanks located above ground are normally insulated to limit
standby losses. For external melt ice-on-coil systems and some internal melt ice-on-coil systems,
the insulation and vapor barrier are part of the factory-supplied containers; most other storage tanks
require field-applied insulation and vapor barriers. Belowground tanks used with ice harvesters
sometimes do not need insulation beyond 1 m below grade. Because the tank temperature does
not drop below 0 ◦C at any time, there is no danger of freezing and thawing groundwater. All
belowground tanks using fluids below 0 ◦C during the charge cycle should have insulation and a
vapor barrier system, generally on the exterior. Interior insulation is susceptible to damage from
the ice and should be avoided.

Exposed tank surfaces should be insulated to help maintain the temperature in the tank. Insulation
is especially important for smaller storage tanks, because the ratio of surface area to stored volume
is relatively high. Heat transfer between the stored water and the tank contact surfaces (including
divider walls) is a primary source of loss. Not only does the stored fluid lose heat to (or gain heat
from) the ambient by conduction through the floor and wall, but heat also flows vertically along
the tank walls from the warmer to the cooler region. Exterior insulation of the tank walls does not
inhibit this heat transfer.

The cost of chemicals for water treatment may be significant, especially if the tank is filled more
than once during its life. A filter system helps keep the stored water clean. Exposure of the stored
water to the atmosphere may require the occasional addition of biocides. While tanks should be
designed to prohibit leakage, the designer should account for the potential impact of leakage on
the selection of chemical water treatment. Storage circulating pumps should be installed below the
minimum operating water level to ensure flooded suction. The required net positive suction pressure
must be maintained to avoid sub-atmospheric pressure conditions at the pumps.

3.8.8 Chilled-Water CTES

A chilled-water CTES system uses the sensible heat in a body of water to store energy. Given its
specific heat of 4.187 kJ/kg ◦C, about 0.2 m3 of water is needed to absorb 12,000 kJ and provide
1 ton-hour of cooling if the coil raises the water temperature by 20 ◦C.
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By contrast, the same ton-hour of cooling can be provided with just 0.042 m3 of ice, since each
kilogram of ice absorbs 152 kJ as it melts. Therefore, a CTES system that uses chilled water rather
than ice requires six to seven times more installed storage volume. Figure 3.25 shows a plot of
the cost of CTES components as a function of the ton-hours of cooling stored. The sizable cost
penalty imposed by the significantly larger storage tank volume required for chilled water is readily
apparent compared with ice storage. Note, however, that the cost of the water storage tank is mainly
a function of its surface area, while the capacity of the tank is mainly a function of its volume.
Therefore, as the size required of a chilled-water storage tank increases, the per-ton-hour cost of
the storage tank actually decreases. Consequently, it appears that chilled water may be competitive
with ice in applications that require more than 10,000 ton-hours of thermal storage.

A chilled-water storage system can be viewed as a simple variation of a decoupled chiller system.
Since the same fluid water is used both to store and to transfer heat, few accessories are needed
and the system is simple. As shown in Figure 3.26, a decoupled system separates the production
and distribution of chilled water. The balance of flow between the constant-volume production of
chilled water and its variable-volume distribution is handled with a bypass pipe commonly called
a decoupler . The decoupler redirects surplus chilled water to storage when production exceeds
distribution and withdraws storage water when distribution exceeds supply.

Chilled-water CTES systems offer a number of benefits, especially for larger systems. In addition,
the large storage volume of water can be incorporated into fire safety systems, and in fact, some
sprinkler systems use storage water in their design. The disadvantages of chilled-water storage,
which relate to the tank design, weight, location, and space requirements, can pose challenges.

The relative installed cost of a chilled-water CTES (see Figure 3.27) shows the significance of
storage tank expense. While somewhat prohibitive for most applications under 10,000 ton-hours,
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Figure 3.26 Schematic of a chilled-water production and distribution system (AEP, 2001)
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Figure 3.27 Advantages and disadvantages of tank configuration (AEP, 2001)

the decreasing unit cost of chilled-water CTES systems can be very attractive for large central
plants and industrial installations.

Series Storage Tanks for Chilled-Water CTES

The simplest form of chilled-water storage places one or more tanks in series. This concept is
illustrated in Figure 3.28 as a single baffled tank. When the chillers produce more chilled water
than the system requires, the excess is diverted to the series tank where it displaces the warmer
water already present there.. Likewise, when chilled water demand exceeds the quantity produced,
chilled water is drawn from the tank by displacing it with warm return water.

A number of chilled-water CTES systems with designs similar to that in Figure 3.28 have
been installed and proven to be effective in reducing peak electrical demand. However, series-
tank designs can cause the water to stratify or become stagnant. Stagnation is the tendency of
some water to shortcut through the tank, and renders large volumes of tank water ineffective for
storage. Also, intercompartmental mixing can raise the tank-water exit temperature, reducing the
tank effectiveness during its final hours of discharge.

Parallel Storage Tanks for Chilled-Water CTES

The problems of mixing and stratification can be reduced with a multiple-tank parallel design (see
Figure 3.29). This arrangement replaces the bypass pipe or decoupler with a number of separate
tanks piped in parallel between the 14.5 ◦C return water from the cooling coils and the 4.5 to 5.5 ◦C
supply water from the chiller(s). Each of these tanks has individually controlled drain and fill valves.

In practice, one of the parallel-piped tanks is empty when the storage is changed, and that tank’s
drain and fill valves are closed. When the discharge cycle starts (i.e., when the system starts to use

Series tank

Return
13.5 °C

Supply
4.5 – 10 °C

Figure 3.28 Series tank configuration for chiller-water CTES (AEP, 2001)
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Figure 3.29 Parallel tank configuration for chilled-water CTES (AEP, 2001)

chilled water), the empty tank’s fill valve opens to allow it to receive warm return water. The drain
valve on any one of the tanks filled with previously chilled water opens so that, as warm return water
fills the empty tank, an equal flow of cold water is drawn from the tank with the open drain valve.

Proper valve sequencing is especially important when the receiving tank is nearly full and the
draining tank is almost depleted. In this valve control sequence:

1. The drain valve on a new tank previously filled with chilled water must open.
2. The drain valve on the just-emptied tank must close as its fill valve opens, allowing the tank to

receive warm return water.
3. The fill valve on the once-empty tank that is now full of warm return water must close. (This

tank is now ready for off-peak recharging.)

A building of automation system and an accurate method of measuring tank volume are required
to facilitate this control task. Although the multiple-parallel-tank scheme eliminates many of the
problems associated with mixing and tank stratification, its complexity can add to the cost of a
chilled-water CTES system.

Stratified Storage Tanks for Chilled-Water CTES

Most chilled-water storage systems installed today are based on designs that exploit the tendency
of warm and cold water to stratify. Cold water is then added to or drawn from the bottom of the
tank, while warm water is returned to or drawn from the top. A boundary layer, or thermocline,
often 0.2 to 0.4 m in height, is established between the resultant warm and cold zones (Figure 3.30).
Specially engineered diffusers or any array of nozzles can ensure laminar flow within the tank. This
laminar flow is necessary to avoid mixing and promote stratification, since the respective densities
of the 15.5 ◦C return water and 4.5 to 5.5 ◦C supply water are almost identical.

Advantages of Chilled-Water CTES

The most important advantage of water thermal storage is the fact that water is a well understood
and familiar medium. No danger is associated with handling water as a TES material. Basically,
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Figure 3.30 Stratified tank configuration (AEP, 2001)

heating and cooling applications require only a moderate temperature range (5 to 45 ◦C). Water can
be used as a storage medium for both cooling and heating, allowing the same TES material to be
used throughout the year. The relatively high thermal capacity of water is also attractive for TES
applications. These advantages give water CTES economic advantages over other air-conditioning
systems, including those using ice CTES systems.

For example, an economic comparison between water CTES and ice CTES for a model building
of 10,000 m2 situated in Tokyo indicates the following ( Narita, 1993):

• The initial cost of water thermal storage is approximately 20% less than that of ice CTES. The
main reason is the cost of the ice-making unit in the TES tank.

• In the ice-making mode, the COP is approximately 20% lower than that for the water cooling
mode because of the lower evaporating temperature. Consequently, more electricity is consumed
in ice CTES.

• The ice CTES system has little thermal storage capacity for potential use in the heating season.
• The operating cost of water thermal storage is approximately 20% less than that of ice CTES.

A major disadvantage of water CTES is volume. For the same amount of thermal capacity, a
water CTES system requires approximately three times as much tank volume as ice CTES. To
somewhat circumvent this problem, alternative design configurations are sometimes considered.

Heat Pumps and Chilled-Water CTES

The heat pump is an important technology for energy conservation. Combining heat pumps and
water CTES has many advantages, including the economic operation of the heat pump as well as
a load-leveling effect on electricity demand. Such combined systems can overcome some of the
disadvantages of water CTES that have been introduced in actual plants.

In conventional air-conditioning systems using heat pumps, the heat pump must be operated
during the day when cooling demand exists. This operation contributes to electricity demand during
the same period. Cooling demand is often responsible for approximately one-third of the electricity
demand at the peak period. In a typical water CTES system, half of the daily cooling load can be
covered by night operation of the heat pumps.

The combination of a heat pump and a water CTES can provide the following benefits:

• Load leveling of electricity demand for air-conditioning. If 50% of the air-conditioning load
is shifted to the night on the peak day, the annual dependence on night-time electricity can
be as high as 70% for cooling and 90% for heating. Thus, the CTES system achieves peak
shifting on the peak day and improves the annual load factor of electricity-supply facilities. At
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Figure 3.31 Operation of heat pump CTES

the same time, customers accrue economic advantages with a CTES system when electric power
companies provide discount rates for night-time electricity.

• Efficient operation of the heat pump unit. Heat pumps and other such devices as chillers
and boilers have a maximum efficiency point of operation. In commercial and residential
applications of heat pumps, heat pump operation cannot be maintained at the most efficient
point because the cooling and heating loads vary temporally. This variation reduces the seasonal
efficiency of heat pumps. CTES can help to avoid this problem by allowing operation of heat
pumps at the most efficient point, because heat pumps can operate independent of the cooling
and heating loads of buildings.

• Reduction of heat pump capacity. As Figure 3.31 shows, for the same amount of air-
conditioning load, the longer operating hours allow for smaller size of heat pump, which leads
to a reduction in demand for electricity. Thus both initial and operating costs decrease.

3.8.9 Ice CTES

Ice CTES systems can be economically advantageous and require less space than water CTES
systems. This space advantage often allows heating and cooling capacity to be enlarged within the
often restricted area of existing machine rooms.

An ice CTES system with heat pump is composed of a heat pump, an ice-making system, a
storage tank, and an air-conditioning system that can be a conventional central system.

Ice CTES systems are often classified as static or dynamic, according to the way ice is delivered
to the storage tank. Each of these ice CTES types are discussed below.

• Static systems. In static systems, an ice-making pipe is installed in the storage tank where ice is
formed and later melted. Ice-in-tube systems produce ice inside the ice-making coil. Ice-on-coil
systems produce ice outside the coil. The ice may be melted using either an external melting
system that melts ice from the outer side, or an internal melting system (for ice-on-coil only).
Internal melting may be achieved by feeding the warmed brine returning from the air-conditioning
equipment into the coil. Alternatively, a refrigerant subcooling system can pass high-temperature
and high-pressure refrigerant from the condenser through the coil. Another type of static system
is the ice-tube float system that uses a polyurethane tube filled with water.

• Dynamic systems. In the dynamic type of ice CTES system, ice is produced outside the storage
tank and removed from the ice-making surface continuously or intermittently by various means.
The ice harvest system feeds refrigerant that has passed through the expansion valve into an
ice-making plate where ice is peeled off and dropped into a storage tank. The ice chip system
continuously produces ice, which is scraped off as ice chips. In the liquid–ice system, fine
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ice crystals are formed in an ethylene glycol solution (ice slurry) by cooling with refrigerant.
Alternative systems use PCMs. The sherbet–ice system produces very fine (sherbet-like) ice by
a water or brine subcooling system.

Ice-on-Pipe CTES

Ice-on-pipe CTES designs produce ice by pumping very cold liquid refrigerant (usually HCFC-
22 in commercial applications or ammonia in industrial refrigeration) through an array of pipes
immersed in a tank of water. A system configuration, including the chiller components, is shown in
Figure 3.32. Technically, ice-on-pipe CTES resembles process refrigeration. System components,
that is, the compressor and condenser(s), high- and low-pressure receivers, refrigerant pumps,
evaporators, and ice tanks, are individually selected for the application and integrated to provide a
reliable refrigeration system.

Unlike direct-expansion systems, which rely on additional heat-transfer surface area to separate
refrigerant vapor from liquid refrigerant, ice-on-pipe systems use a low-pressure receiver and a
method called liquid overfeed to accomplish this.

A liquid-overfeed system works as follows. Chilled water and/or ice is produced by pumping
cold liquid refrigerant to a chiller evaporator or an ice tank at a rate 1.3–1.6 times faster than
that required to evaporate it. A “two-phase” solution of refrigerant liquid and vapor results, and is
returned to the low-pressure receiver. This 30–60% higher refrigerant flow rate is the reason for
the system being referred to as liquid overfeed.

The refrigerant returned to the low-pressure receiver is nearly saturated (see Figure 3.33). Refrig-
erant liquid that does not “boil off” in the evaporator is returned for a second pass.

Note that the open or “atmospheric” design of an ice-on-pipe system dictates the use of a heat
exchanger to separate ice water from the building cooling water loop. The cooling loop is normally
a closed system.

On the high-pressure side of the system (Figure 3.34), the cold refrigerant vapor that collects
at the top of the low-pressure receiver is drawn off by the compressor. After compression, the
pressurized (and now hot) vapor passes to the condenser, where cooling tower water circulating
through the shell causes the refrigerant to condense. The liquid refrigerant, still at high pressure,

Ice tank
Heat

exchanger

Evaporator

Ice water
pump

Chilled
water
pump

To comfort
cooling coils

Low
pressure
receiver

High pressure
receiver      

Compressor

Condenser

Cooling tower
water pump

Cooling
tower

Refrigerant pump

Figure 3.32 Ice-on-pipe CTES for process refrigeration (AEP, 2001)
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exits the condenser and enters a high-pressure receiver, where it is stored for later use. Refrigerant
flow from the high-pressure receiver is regulated by a refrigerant metering device to ensure that a
minimum liquid level is maintained in the low-pressure receiver.

The ice produced by an ice-on-pipe system forms on the exterior surfaces of an “ice coil.”
This coil is actually a series of steel pipes immersed in a tank of water. Cold refrigerant (usually
HCFC-22) is then pumped through these pipes to freeze the water that surrounds them. Bubbles
flow around the steel pipes to agitate the water in the tank, sometimes by injecting air at the bottom.
The rising air bubbles promote dense, even ice formation during the freezing cycle and uniform
melting when the tank is discharged.

The low-pressure receiver plays a critical role in liquid-overfeed ice-on-pipe systems: it separates
the two-phase refrigerant solution returning from the ice coil (or chiller evaporator) into liquid and
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vapor. Gravity induces this separation, causing the liquid refrigerant and oil to settle at the bottom
of the receiver while pure refrigerant vapor collects at the top. As the compressor draws this vapor
from the receiver, the liquid level falls. To ensure that there is always sufficient liquid in this vessel,
a liquid level control adds refrigerant from the high-pressure receiver as needed.

Liquid-overfeed systems require a separate oil return/recovery system. This is because the pre-
ferred compressor type (helical rotary/screw) expels significant amounts of oil into the discharge
line. Entrained in the refrigerant, the oil makes its way through the condenser and high-pressure
receiver, eventually ending up in the low-pressure receiver. There, the oil collects at the bottom of
the tank (along with the liquid refrigerant) and cannot return to the compressor through the suction
line. A separate oil-recovery system is needed to capture, distill, and return the oil to the compres-
sor. This must be carefully addressed in the system design. The complexity of the liquid overfeed
ice-on-pipe system translates into significant fixed costs that are independent of the quantity of ice
produced and stored. The refrigerant and oil inventory control systems, refrigerant pumps and other
system accessories, plus the field labor required to install them, constitute a sizable investment.

Depending on the system size, the tank can be either premanufactured to include both the ice
coil and tank, or field-assembled by installing the ice coil in a field-erected concrete tank. While
the latter option makes the per-ton-hour cost of the tank attractive, it only partially offsets the
combined cost of field labor and accessories, even when the lower compressor cost is considered.
Liquid overfeed ice-on-pipe systems are expensive because they require not only large inventories
of oil and refrigerant, but refrigerant containment equipment as well. The high costs of engineering
and installing liquid-overfeed ice-on-pipe systems typically limit their use to larger applications.

Ice-on-pipe systems offer a number of benefits over chilled-water storage. The storage volume
required is considerably less, since each ton-hour of cooling stored can occupy as little volume
as 0.085 m3. Also, unlike their chilled-water counterparts, ice storage systems can operate at any
return-water temperature.

Ice Harvesters

Ice harvesters circumvent the problems associated with liquid-overfeed ice-on-pipe systems by com-
bining all of the components and accessories required for ice production in a single manufactured
package. This device, called an ice harvester (see Figure 3.35), is installed above an open tank that
stores a combination of water and flakes of ice.
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Figure 3.35 Ice harvester system (AEP, 2001)
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To produce ice, 0 ◦C water is drawn from the storage tank and delivered to the ice harvester by
a recirculation pump at a flow rate of 1.75 to 2.75 m3/h per ton of ice-producing capacity. Once
inside the ice harvester, the recirculated water flows into a drain pan positioned over a series of
refrigerated plates. Each of these plates is constructed of two stainless steel sheets welded together
at their circumference. A refrigeration system integral to the ice harvester maintains the plates at a
temperature of −9.5 to −6.5 ◦C.

As the water leaves the drain pan, it flows freely over both sides of the refrigerated plates, where
it freezes to a thickness of 0.3 to 1.0 cm. On reaching a given thickness (or at the initiation of a
time), the ice is dislodged from the plates by a hot-gas defrost cycle, and falls into the tank below.
When cooling is required, a transfer pump draws iced water from the storage tank and delivers it
to a building heat exchanger.

It is possible to use the ice harvester as a water chiller by raising the suction temperature of
the refrigeration system and pumping warm water from the building heat exchanger over the
refrigerated plates. In fact, operating at this higher suction temperature improves the ice harvester’s
efficiency. Unfortunately, the ice harvester cannot produce chilled water without melting ice stored
in the storage tank.

This inability to operate as a true water chiller in a chilled-water system poses a significant
efficiency penalty on ice storage systems with ice harvesters. To address this inefficiency, ice
harvesters are commonly used in tandem with conventional water chillers. Ice harvesting systems
separate ice formation from ice storage. Ice is typically formed on both sides of a hollow flat
plate, or on the outside or inside (or both) of a cylindrical evaporator surface. The evaporators are
arranged in vertical banks located above the storage tank. Ice is formed to thicknesses between 0.5
and 1 cm. This ice is then harvested, often through the introduction of hot refrigerant gas into the
evaporator; the gas warms the evaporator, which breaks the bond between the ice and the evaporator
surface and allows the ice to drop into the storage tank below. Other types of ice harvesters use a
mechanical means of separating the ice from the evaporator surface.

Ice is generated by circulating 0 ◦C water from the storage tank over the evaporators for a
600–1800 s build cycle. The defrost time is a function of the amount of energy required to warm
the system and break the bond between the ice and the evaporator surface. Depending on the
control methods, the evaporator configuration, and the discharge conditions of the compressor,
defrost can usually be accomplished in 20–90 s. Typically, the evaporators are grouped in sections
that are defrosted individually so that the rejected heat from the active sections provides the
energy for defrost.

In load-leveling applications, ice is generated and the storage tank charged when there is no
building load. When a building load is present, the return chilled water flows directly over the
evaporator surface, and the ice generator functions either as a chiller or as both an ice generator and
a chiller. Cooling capacity as a chiller is a function of the water velocity on the evaporator surface
and the entering water temperature. The defrost cycle must be energized any time the exit water
from the evaporator is within a few degrees of freezing. In chiller operation, maximum performance
is obtained with minimum system-water flows and highest entering-water temperatures. In load-
shifting applications, the compressors are turned off during the electric utility on-peak period.

Positive displacement compressors are usually used with ice harvesters, and saturated suction
temperatures are usually between −7.5 and −5.5 ◦C. Condensing temperatures should be kept as
low as possible to reduce energy consumption. The minimum allowable condensing temperature
depends on the type of refrigeration system used and the defrost characteristics of the system.
Several systems with evaporatively cooled condensers have operated with a compressor-specific
power consumption of 0.9 to 1.0 kW/ton.

Ice-harvesting systems can melt stored ice quickly. Individual ice fragments are characteristically
less than 15.5 × 15.5 × 0.65 cm, and provide a minimum of 1.5 m2 of surface area per ton-hour
of ice stored. When properly wetted, a 24-h charge of ice can be melted in less than 30 min for
emergency cooling demands.
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During the ice-generation mode of operation, the system is energized if the ice is below the
high ice level. A partial-storage system is energized only when the entering water is at or above
a temperature that will permit chilling during the discharge mode; otherwise, the system does not
operate, and the ice tank is discharged during the peak period to meet the load. The high-ice
level sensor can be mechanical, optical, or electronic. The entering-water temperature thermostat
is usually electronic.

When ice is floating in a tank, the water level remains nearly constant, rendering it difficult
to measure ice inventory by measuring water level. The following general methods are used to
determine ice inventory:

• Water conductivity method. As water freezes, dissolved solids are forced out of the ice into
the liquid, thus increasing their concentration in the water. Accurate ice-inventory information
can thus be maintained by measuring conductivity and evaluating the ice level.

• Heat balance method. The cooling effect of a system may be determined by measuring the
mechanical power input to, and heat of rejection from, the compressor. The cooling load on
the system is determined by measuring coolant flow and temperature. The ice inventory is then
determined by integrating cooling input minus load and evaluating the ice level. A variant of the
heat balance method involves a heat balance on the compressor only, using performance data
from the compressor manufacturer and measured load data.

Optimal performance of ice-harvesting systems may be achieved by recharging the ice storage
tank over a maximum amount of time with minimum compressor capacity. Ice inventory measure-
ment and the known recharge time are used to determine such specifications. Efficiency can also
be increased with proper selection of multiple compressors and unloading controls.

Design of the storage tank is important to the operation of the system. The amount of ice stored
in a storage tank depends on the shape of the storage, the location of the ice entrance to the tank,
the angle of repose of the ice (which normally is between 15 and 30◦, depending on the shape of
the ice fragments), and the water level in the tank. If the water level is high, voids occur below the
water surface because of the buoyancy of the ice. Ice–water slurries have been reported to have a
porosity of 0.50 and typical specific storage volumes of 0.08 m3 per ton-hour.

Cost A cost analysis of ice harvester systems indicates increasing costs for both the tank and the
harvester as the quantity of ice stored increases (see Figure 3.36). Given their high dollar-per-ton
cost, ice harvester systems are usually used to provide additional capacity in retrofit applications,
or in large installations.
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Figure 3.36 Cost relationship for ice harvesters (AEP, 2001)
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Advantages Ice harvesters present the system designer with a number of benefits. As with other
ice storage systems, the space requirement and cost of the volume stored are less than those for
chilled-water systems. In addition, the ice harvester is a packaged device, leading to simplified
installation, reduced installed costs, and, in most cases, factory-tested performance.

Disadvantages Ice harvesters have some limitations, particularly since the harvester and tank are
open to the atmosphere. For example, the plates and chassis of the ice harvester are normally
constructed of stainless steel, a material that adds significantly to the ice harvester’s already high
cost. Water treatment is also necessary because of the open nature of the tank and drain pan. The
complexities of evenly distributing the ice in the bin and the prevention of piling and bridging add
to the cost and operation of this system. Finally, the ice harvester’s inability to produce chilled
water without depleting the ice in the storage tank may be an economic deterrent.

CTES glycol systems

Glycol systems freeze water by circulating ethylene or propylene glycol through storage tanks
(Figure 3.37). The glycol ice storage system is simple. Few accessories are needed, and conventional
water chillers are used. Instead of water, a glycol solution (in this case, 25% ethylene glycol) is
pumped through the chiller coils and ice storage tanks in the chilled-water loop. The −5.5 to
−4.5 ◦C ethylene glycol produced by the packaged chiller freezes the water contained inside the
ice storage tanks.

Glycol ice storage systems are available from all major chiller manufacturers. Though similar
in concept, they may be packaged differently. Glycol ice storage systems can generally be divided
into two major categories: modular and encapsulated ice storage.

Cost Glycol ice storage systems have low installed costs since the same packaged chiller that
provides space cooling also doubles as the ice maker. The storage tanks themselves are the only
significant additional cost in these systems. In fact, glycol ice storage systems sometimes reduce
chiller costs.

Advantages Glycol ice storage systems present numerous benefits, including the ability to use a
standard packaged chiller. They also offer an opportunity to reduce pump work, and require few
ancillary devices. The choice of modular storage tanks or encapsulated ice systems offers not only
application flexibility, but cost choices and reliable performance as well. Simple control schemes

Chiller

Glycol
pump

Blending
valve

Bypass
valve

Ice storage
tanks

System load

Figure 3.37 Glycol ice CTES system (AEP, 2001)
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can be used and, as for all ice storage systems, volume and space requirements per ton-hour of
storage are considerably lower than those for chilled-water storage.

Disadvantages Glycol ice storage systems have some problems, the most significant of which is
the need for a heat-transfer system that uses ethylene (or propylene) glycol rather than water.

Types of Systems Glycol ice-storage systems presently enjoy a great deal of market popularity
because of their simplicity and low installed cost. They can operate a wide variety of CTES
technologies and equipment, and these are now discussed.

Modular Ice Storage for Glycol Systems Modular ice storage tanks can be constructed in many
sizes or shapes. Two designs are common: a cylindrical polyethylene tank with circular polyethylene
heat exchangers; and a rectangular metal tank with polypropylene heat exchangers. Some modular
ice storage tanks are illustrated in Figure 3.38, along with some details of their storage capacities
and key physical characteristics. In both modular ice storage designs, the heat exchanger separates
the glycol solution from the water in the tank. The water is frozen by circulating −6.5 to −4.5 ◦C
glycol through the heat exchanger. The differences in tank geometry and heat exchanger design
pose different problems for the design engineer. For example, the shape of circular ice storage
tanks allows heat exchangers with fewer circuits of longer length, and permits freezing or melting
at lower flow rates and higher temperature differences. Low flow-rate freeze cycles enable the
designer to better match the capacities of the storage tanks and chiller. Rectangular tank designs,
on the other hand, incorporate high flow-rate, low pressure-drop heat exchangers that operate with a
lower temperature difference during freezing. These characteristics not only place additional design
constraints on chiller selection, but require individual flow balancing for each storage tank.

Both modular ice storage tank designs share the advantage of pre-engineering and factory man-
ufacture. Factory design and testing increase the likelihood of reliable performance. Piping two or
more modular tanks in parallel can increase capacity as required.

Encapsulated Ice Storage for Glycol System The other class of glycol-system storage, encap-
sulated ice, offers a wide degree of latitude in the design of the ice containment vessel. Various
construction materials and geometries can be exploited and designed to conform to the space
available and building architecture.

Encapsulated ice designs store the water to be frozen in a number of plastic containers. These
containers may be thin and rectangular, spherical, or annular. Figure 3.39 illustrates some encapsu-
lated ice storage containers, and provides information on their storage capacities and design-related
characteristics. The number of containers or units required for an application depends on their
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Figure 3.38 Modular ice storage tanks and some of their characteristics (AEP, 2001)
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Figure 3.39 Encapsulated ice storage tanks (AEP, 2001)

individual storage capacities. For example, as seen in Figure 3.38, 1 ton-hour of storage can be
provided with approximately 20 ice “trays” or by 70 of the 10-cm-diameter spheres, called ice balls .
Some commercially available rectangular containers are approximately 3.5 × 30.5 × 76.5 cm. Other
designs are also available.

Perhaps the greatest advantage of this type of glycol system is the degree of application
flexibility it affords the system designer. By selecting or designing a specifically adapted
containment vessel, the storage system can be customized to the application. If desirable, it can
even be placed below ground.

Encapsulated ice units consist of plastic containers filled with ionized water and an ice nucleating
agent. These primary containers are placed in storage tanks, which may be either steel pressure
vessels, open concrete tanks, or fiberglass or polyethylene tanks. In tanks with spherical containers,
water usually flows vertically through the tank, and in tanks with rectangular containers, water
flows horizontally. The type, size, and shape of the storage tank are limited only by the need to
achieve an even flow of heat-transfer fluid between the containers.

A fluid coolant (e.g., 25% ethylene glycol or propylene glycol and 75% water) is cooled to −4.5
to −3.5 ◦C by a liquid chiller, and circulates through the tank and over the outside surface of the
plastic containers, causing ice to form inside the containers. The chiller must be capable of operating
at this reduced temperature. The plastic containers must be flexible to allow for change of shape
during ice formation; the spherical type has preformed dimples in the surface, and the rectangular
type is designed for direct flexure of the walls. During discharge, coolant flows directly either to
the system load or to a heat exchanger, thereby removing heat from the load and melting the ice
within the plastic containers. As the ice melts, the plastic containers return to their original shape.

Ice inventory is measured and controlled by an inventory/expansion tank normally located at the
high point in the system and connected directly to the main storage tank. As ice forms, the flexing
plastic containers force the surrounding secondary coolant into the inventory tank. The liquid level
in the inventory tank may be monitored to account for the ice available at any point during the
charge or discharge cycle.

Ice-Slurry CTES Systems

Ice slurry is a very versatile cooling medium. The handling characteristics, as well as the cooling
capacities, can be matched to suit any application by means of simply adjusting the percentage of ice
concentration. At 20–25% ice concentration, ice slurry flows like conventional chilled water while
providing five times the cooling capacity. At 40–50% ice concentration, an ice-slurry flow demon-
strates thick slurry characteristics, and at a 65–75% concentration, slurry ice has the consistency
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Figure 3.40 A MaximICE ice-slurry system (Courtesy of Paul Mueller Company)

of soft ice cream. When slurry ice is produced in dry form (i.e., 100% ice), it takes the form of
nonstick pouring ice crystals, which can be directly used in various products and processes.

Ice slurry is a crystallized water-based ice solution that can be pumped, and offers a secondary
cooling medium for CTES while remaining fluid enough to pump. It flows like conventional chilled
water while providing five to six times higher cooling capacity. The ice-slurry system is a dynamic
type of ice CTES system that offers a pumpable characteristic advantage over any other type of
dynamic systems. Compact equipment design and the pumpable characteristics offer tremendous
flexibility for the location of the storage tank(s) and the most economic capacity and duty balancing
for any given application. The storage tank can be placed under, beside, inside, or on top of a
building, and can be in any shape and size to match the building, and architectural requirements.
Multiple small storage tanks can be used instead of a single large static-type ice storage tank.

Figure 3.40 shows a MaximICE ice-slurry CTES system and its components. In the operation
of such a system, a compressor/condenser (1) supplies refrigerant to the evaporator. A MaximICE
orbital rod evaporator (2) uses a freeze-depressant solution to produce a pumpable ice slurry.
Low-temperature slurry makes MaximICE ideal for use with low-temperature air systems. An
insulated ice storage tank (3) separates ice manufacturing from ice usage. The tank contains a
freeze-depressant solution that is converted to an ice slurry in the MaximICE evaporator. The
slurry melts as the stored ice absorbs the heat of the cooling load. A load control pump and valve
(4) control the supply temperature to the load. A plate heat exchanger (5) separates the storage
tank from the cooling load and prevents cross-contamination between the ice-melting loop and the
cooling load. It is important to note that the solution can be supplied from the ice storage tank to
the load at various temperatures to satisfy specific application needs.

Ice-slurry CTES systems offer a large number of advantages:

• Higher energy efficiency. These systems provide relatively high energy efficiency. Unlike static
ice systems, where ice adheres to the heat-transfer surface, ice slurry produced by the ice-slurry
generator does not adhere to the heat-transfer surfaces, and unlike ice harvesters, defrost is not
required to harvest the ice for storage in tanks.

• Cost-effective tank design. Ice slurry can be pumped into storage tanks, reducing the need for
extra structural support, as required for ice harvesters located above the storage tanks.

• Compact equipment. The systems have a small evaporator footprint, which leads to space
savings in the refrigeration equipment room.

• Lower supply temperature. Such systems offer lower supply water temperature compared to
other ice systems.
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• Flexible ice storage tank design. Ice slurry can be stored in tanks of any shape. For example,
the height of an ice storage tank can be increased, resulting in a reduction of the tank footprint
that leads to often valuable floor space savings. This is difficult to achieve in static and other
dynamic ice storage systems.

• Maintenance-free ice tank design. Unlike ice-on-coil systems, ice-slurry systems do not require
extensive lengths of pipe or tubing in the storage tanks, sometimes on the order of kilometers.
This characteristic eliminates the need for repairing leaking pipes or tubing inside the tank.

• Satisfies large loads. Large loads for short durations can be met by ice-slurry systems because
of the quick melting of ice that is achieved by a large area of contact between the warm return
solution and stored ice.

• Ease of modification. The systems can be easily adapted to changing needs, which can occur.
for example, when facility expansion takes place and facility use and/or utility rates change.

CYFLIP as a new CTES system

Among the various systems to facilitate night-time power usage, the CHIYODA Corp. has
developed the CYFLIP CTES system, which reduces 40% of the refrigerator duty of a normal
air-conditioning system. CYFLIP is a static CTES system that makes ice in a polyethylene tube
filled with water. These tubes are placed in a TES vessel where low-temperature brine is circulated.
CYFLIP has a simple design and low equipment costs. The total investment can be less than that
for a conventional air-conditioning system, since the capacity of the refrigerator becomes smaller.
The CYFLIP system is regarded as reliable, because of its ease of operation and durability. The
CYFLIP system is illustrated in Figure 3.41, where several operating parameter values are given.

Practical Example I: Performance Curves for an Ice TES

In this section, a practical design application for a school is given to point out the design and
technical aspects of ice TES.
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Figure 3.41 The CYFLIP ice CTES (Courtesy of CHIYODA Corp.)
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In this project, the chiller capacity of 225 t is the capacity at ice-making conditions. At the lower
temperatures required to make ice, the chiller is derated to 225 t.

The 288 t listed in the example is the chiller when operating at supplemental chiller capacity.
This means that the chiller is running to supply cooling to the load directly, and not making ice. In
this mode, the chiller would be running at standard conditions, at the higher normal air-conditioning
temperatures. A chiller that is capable of producing 225 t at ice-making conditions would be capable
of approximately 320 t at standard conditions.

Because this is a partial storage example, the chiller supplies cooling directly to the load between
the hours of 6:00 am and 1:00 pm (supplemental chiller operation) The thermal storage system then
takes over and supplies cooling during the peak electrical period from 1:00 to 8:00 pm (storage
discharge-ice melting). Finally, during off-peak hours, the chiller operates at the reduced capacity
of 225 t to replace the ice consumed during the day. The final hour of the charge is lower as the
chiller unloads at the end of the cycle.

During the ice-making mode, we have modified the table to provide for a chiller running at 225 t
for 7 h and at 97 t for 1 h. This provides a total ice build of 1672 ton-hours. This is the same
amount of energy that is removed from the storage system during storage discharge. This is also
known as the rated capacity.

The nominal capacity of the system is 1800 ton-hours. Therefore, following the discharge of
1672 ton-hours from storage, there is an unused capacity of 128 ton-hours still remaining. This
difference between nominal and rated capacity, and the unused ice left in storage, is normal for all
thermal storage systems. Indeed, it is impossible to discharge 100% of the ice in storage at useful
rates, because the discharge rates fall off rapidly as we approach 100% discharge. It is normally not
possible for thermal storage to melt 100% of the ice at rates that are high enough to satisfy a typical
load. Unfortunately, there are still manufacturers and designers who insist that thermal storage is
100% efficient. This myth leads them to install smaller and less expensive thermal storage systems
wherein the nominal and rated capacities are the same. Such systems usually run out of ice before the
end of the discharge period and the discharge temperatures from storage climb prematurely (Ott, V.J.
(2001). Personal communication , President of CRYOGEL Ice Ball Thermal Storage, San Diego.).

Figures 3.42 and 3.43 illustrate performance curves for charging (freezing) and discharging (melt-
ing) for Cryogel ice balls. The details of a CTES using Cryogel ice balls for a typical application
(a sample input/output design report), along with a load profile table, follow:

Project: Typical Elementary School
Storage rating:

Rated capacity: 1,672 ton-hours
Nominal capacity: 1,800 ton-hours

Charge-cycle specifications:
Entering-fluid temperature: −5.55 ◦C
Leaving-fluid temperature: −1.66 ◦C
Tank temperature difference: −13.88 ◦C
Tank LMTD: −14.55 ◦C
Chiller capacity: 225 t
Charging period: 8 h
Chiller shut-off temperature: −6.66 ◦C

Discharge-cycle specifications:
Entering-fluid temperature: 12.22 ◦C
Leaving-fluid temperature: 3.33 ◦C
Tank temperature difference: −8.8 ◦C
Tank LMTD: −10.94 ◦C
Peak discharge rate: 288 t
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Load profile:

Hour Building Supplemental Storage Ice Making Net Storage
Load Chiller Discharge Ton-hours Charge Inventory

Mid to 1 0 0 0 0 225 1,028.00
1 to 2 0 0 0 0 225 1,253.00
2 to 3 0 0 0 0 225 1,478.00
3 to 4 0 0 0 0 225 1,800.00
4 to 5 0 0 0 0 97 1,800.00
5 to 6 0 0 0 0 0 1,800.00
6 to 7 118.00 118.00 0 0 0 1,800.00
7 to 8 205.00 205.00 0 0 0 1,800.00
8 to 9 257.00 257.00 0 0 0 1,800.00
9 to 10 252.00 252.00 0 0 0 1,800.00
10 to 11 255.00 255.00 0 0 0 1,800.00
11 to 12 279.00 279.00 0 0 0 1,800.00
12 to 1 288.00 288.00 0 0 0 1,800.00
1 to 2 285.00 0 285.00 285.00 0 1,515.00
2 to 3 287.00 0 287.00 572.00 0 1,228.00
3 to 4 262.00 0 262.00 834.00 0 966.00
4 to 5 216.00 0 216.00 1,050.00 0 750.00
5 to 6 208.00 0 208.00 1,258.00 0 542.00
6 to 7 207.00 0 207.00 1,465.00 0 335.00
7 to 8 207.00 0 207.00 1,672.00 0 128.00
8 to 9 0 0 – 1,672.00 0 128.00
9 to 10 0 0 – 1,672.00 245 353.00
10 to 11 0 0 – 1,672.00 245 578.00
11 to Mid 0 0 – 1,672.00 245 803.00
TOTAL 3,326.00 1,654.00 1,672.00 1,921.00

Note: Chiller must run fully loaded at storage entering fluid temperature as specified above. Estimated sizing
may change with actual load profile. All units are tons, except the totals across the bottom and the data under
the columns “storage-ton hours” and “net storage inventory” which are in ton-hours (Courtesy of CRYOGEL
Ice Ball Thermal Storage).

The curves in Figures 3.42 and 3.43 are based on typical heat exchanger sizing methods using log
mean temperature differences (LMTDs). Indeed, ice CTES systems are like large heat exchangers
but the surface area of the thermal storage media changes as ice is frozen or melted. Therefore, a
degradation is observed in Figures 3.42 and 3.43 in instantaneous performance as ice melts during
discharge. Also observed is a reduction in instantaneous performance as ice gets thicker and impedes
the heat-transfer process during charging. This behavior is typical of all ice-based CTES systems.

The LMTD is calculated using the storage tank inlet (Ti) the storage outlet (To) and the ice
temperature (Tc) as follows:

LMTD = [(Ti − Tc) − (To − Tc)]

ln[(Ti − Tc)/(To − Tc)]

Using LMTD together with the performance curves allows one to predict instantaneous capacity
at any point during the discharge of the storage system. This assessment is critical to be certain that
a system has sufficient ice to meet the most demanding periods of each daily cycle. In a similar
manner, although less critical, one can determine proper chiller sizing to match the ability of the ice
balls to release heat during the charge process. Although the CTES market is generally not interested
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Figure 3.42 Instantaneous charge capacity of Cryogel ice balls (in tons per ton-hour of storage capacity), as
a function of storage inlet and outlet LMTDs (Courtesy of CRYOGEL Ice Ball Thermal Storage)
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Figure 3.43 Instantaneous discharge capacity of Cryogel ice balls (in tons per ton-hour of storage capacity),
as a function of storage inlet and outlet LMTDs (Courtesy of CRYOGEL Ice Ball Thermal Storage)

in this level of detail, and focuses on the practical output of the sizing methodology, this information
helps understand some of the design details for ice CTES systems (e.g., Figures 3.44 and 3.45).

Practical Example II: Design and Operational Loads

The following design example is taken from Baltimore Aircoil Company (BAC, 1985). The analysis
is performed using ice chiller Thermal Storage Unit Selection (TSU-M) software. The selected TES,
substance, and chiller are
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• BAC thermal storage: 1 TSU-476M 1 TSU-761M
• Glycol charge: 4776 L of 25% ethylene glycol
• Specified chiller: Model A-chiller 12 at approximately 514 kW

(for details, see Table 3.11).

Before providing details, it is necessary to introduce some definitions which are important in
design calculations:

• LBT. Chiller-leaving brine temperature.
• EDB. Dry-Bulb air temperature (for air-cooled chillers used in ice building).
• CWT. Condenser water temperature (for water-cooled chillers used in ice building).
• Parasitic load(s). The heat input to the thermal storage device from other devices in the TES sys-

tem. Internal melt ice-on-coil systems do not have such parasitic loads. However, for external melt
ice-on-coil systems, the parasitic auxiliary device is the air pump used for agitation of the storage
media. In this case, the parasitic heat gain must include the heat input to the thermal storage
device as the air is cooled from its source temperature to the temperature of the storage media.

• Operational modes. Status of the thermal devices in the cooling system in relation to meeting
the required load. Modes include cooling with chillers (compressor) only, cooling with TES
device plus chiller (in partial-storage systems), building ice without cooling, building ice with
cooling, cooling with ice only (full-storage systems), and no chiller plus no TES (in the case of
no cooling load).

• Chiller load. Cooling load supplied by the chiller compressor.

Load

Water Glycol
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Chiller
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Atmospheric tank

M

V6

V5

V3

V2

V1

M

M

Figure 3.44 An atmospheric ice ball, single tank (series) TES system (Courtesy of CRYOGEL Ice Ball Thermal
Storage)



Thermal Energy Storage (TES) Methods 173

Load M

M

P2

P1
Chiller

Chiller

Chiller bypass

Storage bypass

Storage

Storage

Storage

Tank detailExpansion/
inventory tank

L

Figure 3.45 A pressurized ice ball, single tank (series) TES system (Courtesy of CRYOGEL Ice Ball Thermal
Storage)

Table 3.11 Details for chiller A (38 L/s)

LBT (◦C) EDB (◦C) Capacity (kW) Power (kW) COP

−5.6 23.9 374 154 2.43
−5.6 35.0 331 166 2.00

6.7 23.9 568 180 3.15
6.7 35.0 513 199 2.57

Courtesy of Baltimore Aircoil International N.V .

• Base load. Load to be met completely by the chillers. Selection of base load chillers should be
done so that the chillers are running at maximum efficiency.

• Total load. Total thermal load of the building/process to be delivered by the cooling system
(chillers and ice TES system).

• Heat rejection. Heat dissipated by the condenser of the chiller to achieve the cooling required
from the chiller.

• Charge and discharge rates.
– Charge rate. The rate (typically expressed in tons or kW) at which energy (heat) is removed

from the storage device during the charge period.
– Discharge rate. The rate (typically expressed in tons or kW) at which energy (heat) is added

to the storage device during the discharge period.
• Ambient loss. Sum of conduction, convection, and radiation heat escaping from the thermal

energy storage tank to the surroundings.
• Net storage. Actual quantity of ice present in the ice TES tank at a particular time.
• Flow rate. Brine flow rate within the ice TES system.
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• Inlet temperature.
– Inlet temperature for the thermal storage device. Temperature of the brine entering the ice

thermal energy storage tank.
– Inlet Temperature for the thermal storage system . Temperature of the brine entering the ice

thermal energy storage system (chiller and tank).
• Exit temperature.

– Exit temperature for the thermal storage device. Temperature of the brine leaving the ice
thermal energy storage tank.

– Exit temperature for the thermal storage system . Temperature of the brine leaving the ice
thermal energy storage system (chiller and tank).

• Pressure drop. Pressure loss due to brine flow through the coil of the ice thermal energy storage
system.

• Chiller peak load. Maximum load delivered by the chiller at certain ambient and brine temper-
atures.

• Chiller average load. Average load delivered by the chiller at certain ambient and brine tem-
peratures.

• COP. Coefficient of performance.

On the bases of the load profile and operating strategy, the selection will deliver a peak of
1000 kW at design conditions of 38 L/s of 25% by weight ethylene glycol from 10.2 to 3.4 ◦C.
The maximum pressure drop across the storage unit is 79.1 and 75.3 kPa in the ice build and
melt modes, respectively. Summaries for the loads, flow, temperature, and pressure parameters, and
energy demand and use are presented in Tables 3.12–3.14.

3.8.10 Ice Forming

The ice-making equipment is expected to form ice and deliver it to the storage tank accordingly.
Three main systems are available for forming ice:

• direct expansion, which forms ice by directly feeding refrigerant into the ice-making heat
exchanger;

• the brine system, which exchanges heat between refrigerant and brine in the heat pump evaporator
to produce low-temperature liquid brine that is fed to the ice-forming coil, and

• the heat pipe system, which exchanges heat between the refrigerant evaporator and water, and
forms ice on the heat pipe surface.

In the United States, direct expansion is used in the majority of large-scale systems, while the
brine system is mainly used for medium- and small-scale equipment. In Japan, the brine system is
favored regardless of building size.

Compared to the other types, brine systems require more space and special materials, and have
lower COPs because of the additional temperature difference between refrigerant and brine, and
the power consumption by the brine pump. However, they do have the advantage that the tank and
heat pump can be located separately. Direct expansion systems require a much larger refrigerant
charge, are more expensive, and are difficult to maintain.

3.8.11 Ice Thickness Controls

The oldest type of ice storage is the refrigerant-fed ice builder, which consists of refrigerant coils
inside a storage tank filled with water. The tank water freezes on the outside of the chiller evaporator
coils to a thickness of up to 0.065 m. Ice is melted from the outside of the formation (hence the
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Table 3.12 Design and operational loads and TES system parameters

Hour Mode EDB Chiller Base Total Chiller Heat Charge Discharge Ambient Net
(◦C) load load load load rejection rate rate loss rate storage

(kW) (kW) (kW) (kW) rate (kW) (kW) (kW) (kWh)

0:00 B 38 0 0 0 347 520 347 – 1.8 2,081
1:00 B 38 0 0 0 345 518 345 – 1.8 2,426
2:00 B 37 0 0 0 346 517 346 – 1.8 2,769
3:00 B 36 0 0 0 346 517 346 – 1.8 3,113
4:00 B 36 0 0 0 345 516 345 – 1.8 3,457
5:00 B 36 0 0 0 344 514 344 – 1.8 3,801
6:00 B 36 0 0 0 215 375 215 – 1.8 4,143
6:37 S 36 0 0 0 – – – – 1.8 4,357
7:00 S 37 0 0 0 – – – – 1.8 4,357
8:00 I 38 800 0 800 464 661 – 336 1.8 4,354
9:00 I 39 840 0 840 460 661 – 380 1.8 4,016
10:00 I 41 860 0 860 466 673 – 394 1.8 3,635
11:00 I 43 890 0 890 465 675 – 425 1.8 3,239
12:00 I 45 950 0 950 463 679 – 487 1.8 2,812
13:00 I 47 980 0 980 459 679 – 521 1.8 2,323
14:00 I 47 1,000 0 1,000 458 679 – 542 1.8 1,800
15:00 I 48 990 0 990 455 677 – 535 1.8 1,256
16:00 I 47 880 0 880 444 662 – 436 1.8 719
17:00 I 47 660 0 660 414 623 – 246 1.8 281
18:00 B 45 0 0 0 339 526 339 – 1.8 33
19:00 B 44 0 0 0 340 524 340 – 1.8 371
20:00 B 42 0 0 0 342 523 342 – 1.8 709
21:00 B 41 0 0 0 345 523 345 – 1.8 1,049
22:00 B 39 0 0 0 346 522 346 – 1.8 1,392
23:00 B 38 0 0 0 347 522 347 – 1.8 1,736

Since storage device(s) is passive, there are no parasitic loads.
mode, mode of operation; B, ice build; S, standby; I, cooling (ice with compressor); C, cooling (compressor
only) (Courtesy of Baltimore Aircoil International N.V .).

term external melt) by circulating water through the tank, causing it to become chilled. Air bubbled
through the tank agitates the water to promote uniform ice buildup and melting.

Instead of a refrigerant, a secondary coolant (e.g., 25% ethylene glycol and 75% water) can
be pumped through the coils inside the storage tank. The coolant has the advantage of greatly
decreasing the refrigerant inventory. However, a refrigerant-to-coolant heat exchanger between the
refrigerant and the storage tank is required in such instances.

Some major concerns specific to the control of ice-on-coil systems are

• limiting ice thickness (and thus excess compressor energy) during the build cycle and
• minimizing the bridging of ice between individual tubes in the ice bank.

Bridging is avoided because it restricts the free circulation of water during the discharge cycle.
While not being physically damaging to the tank, this blockage reduces performance, raising the
water exit temperature because of reduced heat-transfer surface.

Regardless of the refrigeration method (direct-expansion or secondary coolant), the compressor
is controlled by (i) a timer or controller that restricts operation to periods dictated by the utility rate
structure, and (ii) an ice-thickness override control, which stops the compressor(s) at a predetermined
ice thickness. At least one ice-thickness controller should be installed per ice bank. If there are
multiple refrigeration circuits per ice bank, one ice-thickness control per circuit should be installed.
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Table 3.13 Flow, temperature, and pressure parameters

Hour Mode Charge Discharge Flow Inlet Exit Pressure Total Flow Inlet Exit Net
rate rate rate temp. temp. drop load rate temp. temp. storage
(kW) (kW) (L/s) (◦C) (◦C) (kPa) (kW) (L/s) (◦C) (◦C) (kWh)

0:00 B 347 – 38.0 −3.9 −1.5 78.6 – 0 – – 2,081
1:00 B 345 – 38.0 −4.0 −1.7 78.6 – 0 – – 2,426
2:00 B 346 – 38.0 −4.2 −1.8 78.6 – 0 – – 2,769
3:00 B 346 – 38.0 −4.3 −2.0 78.6 – 0 – – 3,113
4:00 B 345 – 38.0 −4.4 −2.1 78.6 – 0 – – 3,457
5:00 B 344 – 38.0 −4.5 −2.2 78.6 – 0 – – 3,801
6:00 B 215 – 38.0 −4.6 −2.2 78.6 – 0 – – 4,143
6:37 S – – – – – – – – – – 4,357
7:00 S – – – – – – – – – – 4,357
8:00 I – 336 38.0 4.3 2.0 75.2 800 38.0 7.4 2.0 4,354
9:00 I – 380 38.0 4.6 2.0 75.1 840 38.0 7.7 2.0 4,016
10:00 I – 394 38.0 5.5 2.8 74.8 860 38.0 8.6 2.8 3,635
11:00 I – 425 38.0 5.9 3.0 74.7 890 38.0 9.1 3.0 3,239
12:00 I – 487 38.0 6.5 3.2 74.5 950 38.0 9.7 3.2 2,812
13:00 I – 521 38.0 6.8 3.3 74.4 980 38.0 9.9 3.3 2,323
14:00 I – 542 38.0 7.1 3.4 74.4 1,000 38.0 10.2 3.4 1,800
15:00 I – 535 38.0 7.1 3.4 74.4 990 38.0 10.1 3.4 1,256
16:00 I – 436 38.0 5.9 3.0 74.7 880 38.0 8.9 3.0 719
17:00 I – 246 38.0 3.7 2.0 75.3 660 38.0 6.5 2.0 281
18:00 B 339 – 38.0 −2.3 0.0 77.6 – 0 – – 33
19:00 B 340 – 38.0 −2.6 −0.3 77.8 – 0 – – 371
20:00 B 342 – 38.0 −3.0 −0.6 78.0 – 0 – – 709
21:00 B 345 – 38.0 −3.2 −0.9 78.2 – 0 – – 1,049
22:00 B 346 – 38.0 −3.5 −1.2 78.3 – 0 – – 1,392
23:00 B 347 – 38.0 −3.7 −1.4 78.5 – 0 – – 1,736

Since storage device(s) is passive, there are no parasitic loads.
Mode, mode of operation; B, ice build; S, standby; I, cooling (ice with compressor); C, cooling (compressor
only) (Courtesy of Baltimore Aircoil International N.V .).

Placement of the ice-thickness controller(s) should be determined by the ice-bank manufacturer, on
the basis of circuit geometry and flow pressure drop to minimize bridging.

Ice-thickness controls are either mechanically or electrically operated. Mechanical controls typ-
ically consist of a fluid-filled probe positioned at a desired distance from the coil. As ice builds, it
encapsulates the probe, causing the fluid to freeze and apply pressure. The pressure signal controls
the refrigeration system via a pneumatic–electric switch. Electric controls operate by sensing differ-
ence between electrical conductivities of ice and water. Multiple probes are installed at the desired
thickness, and the change in current flow between probes provides a control signal. Consistent
water treatment is essential to maintaining constant conductivity and thus accurate control.

An ice logic ice quantity (ILIQ) controller (Figure 3.46) is commonly used, allowing accurate
setting of the minimum and maximum ice quantity as a function of the expected cooling load. This
enables maximum control, system efficiency, and operating flexibility of the cooling equipment.
The setting can easily be done manually on the ILIQ controller or automatic (remote) control can
be used. Ice quantities are measured and displayed, often as 0, 20, 40, 60, 80, and 100% of nominal
storage capacity. The ILIQ controller has the necessary output contacts that can be connected to
a building management control system to allow automatic control of the cooling system. As an
option, a 4–20 mA output signal is possible. The ILIQ controller contains the necessary logic to
prevent unwanted chiller cycling after the desired ice build is complete. Between the control box
and the sensors, the intermediate cabling has steel reinforcement and a poly(vinyl chloride (PVC)
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Table 3.14 Energy demand and usage

Mode Chiller Loading Chiller peak Chiller average Electric
used (%) load (kW) load (kW) rate

0:00 B A 100 173 173 1
1:00 B A 100 173 173 1
2:00 B A 100 172 172 1
3:00 B A 100 171 171 1
4:00 B A 100 170 170 1
5:00 B A 100 170 170 1
6:00 B A 100 170 104 1
6:37 S – – – – –
7:00 S – – – – –
8:00 I A 100 197 197 1
9:00 I A 100 201 201 1
10:00 I A 100 206 206 1
11:00 I A 100 210 210 1
12:00 I A 100 216 216 1
13:00 I A 100 220 220 1
14:00 I A 100 221 221 1
15:00 I A 100 222 222 1
16:00 I A 100 218 218 1
17:00 I A 100 209 209 1
18:00 B A 100 186 186 1
19:00 B A 100 184 184 1
20:00 B A 100 181 181 1
21:00 B A 100 178 178 1
22:00 B A 100 176 176 1
23:00 B A 100 174 174 1

Electric rate structure: 1, peak demand period; 2 shoulder peak demand; 3, off-peak period; mode, mode of
operation (Courtesy of Baltimore Aircoil International N.V .).

Figure 3.46 ILIQ controller for manual control (Courtesy of Baltimore Aircoil International N.V .)

cover. The cables possess a screening against interference. Ice TES units can be designed for two
different TES system concepts: external or internal melt (the ILIQ controller is the same for both
except that for each concept a specific sensor (Figure 3.47) is designed).

• Ice thickness sensor for external melt systems. A series of accurately positioned electrodes
detect the ice thickness on the coil tube. The measurement is based on difference in electrical
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(a)

(b)

Figure 3.47 (a) Ice thickness sensor for external melt systems, and (b) water level sensor for internal melt
systems (Courtesy of Baltimore Aircoil International N.V .)

conductivity between ice and water. Combined with this sensor, the ILIQ controller limits the
maximum ice thickness to the desired level.

• Water level sensor for internal melt systems. The water level in the sensor is proportional to the
ice quantity in the ice chiller tank. A series of specially designed probes measure the water level
in the water level sensor. The measurement is based on the difference of conductivity between
air and water. Combined with the ILIQ controller, output signals to control the operations of the
ice chiller unit are also available.

Because energy use is related to ice thickness on the coil, a partial-load ice inventory management
system is often considered. This system keeps the ice inventory at the minimum level needed to
supply immediate future cooling needs, rather than topping off the inventory after each discharge
cycle. It also helps prevent bridging by ensuring that the tank is completely discharged at regular
intervals, thereby allowing ice to build evenly.

The most common method of measuring ice inventory is based on the fact that ice has a greater
volume than water. Thus, a sensed change in water level indicates a change in the amount of
stored ice. Because water increases 9% in volume when it changes to ice, the water level varies
directly with the amount of ice in the tank as long as all of the ice remains submerged. This water
displaced by the ice must not be frozen, or it freezes above the original water level. Therefore, no
heat exchange surface area can be above the original water level. The change in water level in the
tank due to freezing and thawing is typically 0.153 m. This change can be measured with either a
pressure gauge or a standard electrical transducer. For projects with multiple tanks, a reverse-return
piping system ensures uniform flow through all the tanks; so, measuring the level in one tank is
sufficient to determine the overall proportion of ice remaining.

3.8.12 Technical and Design Aspects of CTES

While conventional cooling systems operate chillers to satisfy predictable, instantaneous cooling
loads, CTES systems operate chillers to produce cold during off-peak hours. Conventional chillers
typically operate 8–12 h per day to meet cooling requirements, representing a large portion of
a building’s daytime electrical demand. Shifting electrical use through thermal energy storage
reduces high peak demand charges. Utilities benefit from lower peak demand and gain off-peak
load, often allowing a shift from less efficient to more efficient equipment. Thus, utilities increase
plant efficiencies and delay the need for future expansion.

The selection of a specific type of CTES system is dependent on many factors. The first issue
is usually whether CTES is appropriate for a facility. If so, the next question usually concerns the
most appropriate type. System options often include ice or water storage, but the most appropriate
choice depends on project characteristics. Some other key factors that affect system choices include
building type, utility rate structure, and energy-conservation grants and incentives.
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Building type, not building size, normally determines whether CTES is cost effective. A building
with a fairly even load demand 24 h per day is not a good candidate. Office buildings or schools
that close at night, or buildings with short, intense power demands, such as convention centers,
sports facilities, and religious buildings, are often good candidates. In general, the higher the peak
load, the more likely a candidate the facility is to benefit from CTES. Local energy rates also play
a key role in determining CTES cost effectiveness. Most utilities charge for peak demand and have
significantly higher rates for electricity used during peak, daytime hours. Therefore, careful analysis
of rates and load distribution is essential when considering CTES.

Client attitudes can also affect technology choices. Although CTES systems are not entirely new,
some clients may not be familiar and therefore comfortable with this technology, or may not have
staff willing to take on different operating and maintenance tasks. In some applications, system
redundancy is required (at least for an initial period) to overcome apprehension about CTES.

Therefore, when considering and selecting a CTES system for a client or facility, an engineer
should have or obtain a thorough understanding of the following design issues (Maust, 1993):

• Is CTES economically and physically feasible?
• Is there room on-site for a chilled-water or ice or other CTES systems?
• Does the local utility have peak-demand charges, low off-peak rates or rebates for avoiding

peak demand?
• Is the building-load profile flat or is there a strong peak?
• Will the client be comfortable maintaining and operating a CTES?

CTES is often best considered relatively later in the design process. While CTES must be
integrated with many other aspects of building design (e.g., heating or cooling loads, mass, layout,
and HVAC equipment), other efficiency measurements may level cooling loads and/or heating needs
sufficiently that otherwise attractive storage schemes no longer make economic sense.

Most efficiency and many load management options cost less than CTES in retrofits, and should
therefore be implemented first where appropriate. In new buildings, however, installation of an
ice storage or a water tank can be synergistic with other design choices that reduce both energy
consumption and peak load. Such benefits are especially achievable using fully integrated and
computer-aided design.

For CTES, full storage is sometimes preferable to partial storage. Similarly, ice storage sometimes
has advantages over chilled-water storage (when equally well designed). Skill and experience are
needed to ensure appropriate implementation.

Significant recent progress has been made in improving the cost effectiveness and reliability of
CTES equipment, especially for ice harvesters and stratified storages.

Ice storage uses more energy because of the lower temperatures needed compared to chilled-
water systems and higher heat leaks through tank insulation. But ice storage uses less energy for
several other reasons: the chiller always runs at its design efficiency or not at all (rather than varying
continually in response to changing building loads); the ambient dry and wet bulb temperatures in
contact with the condenser are lower at night; and the very cold melt water from the ice greatly
reduces the energy needed for both chilled-water pumping and air handling. The net effect is usually
a net decrease in electrical energy consumption with ice CTES as low as a few percent to a few
tens of percent.

The economics of CTES in buildings of all types and sizes frequently hinge on two nonenergy
factors: (i) the expected political and economic stability of utilities time-of-use rates; and (ii) demand
charges, and the physical space available, and structural load tolerance for the storage tank.

3.8.13 Selection Aspects of CTES

Selecting a CTES for a particular application is often difficult. International standards have not yet
been fully developed to provide a basis for the rating and performance testing of these systems.
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In general, however, it is clear that a CTES system must cool a building in the same way as the
chiller it replaces or supplements.

The selection of a CTES system should account for the load, as should its operating charac-
teristics, that is, the discharge rate, the energy discharged at all times during the discharge cycle,
and required storage inlet and outlet temperatures. Information on temperatures, energy stored, and
energy discharged versus discharge cycle time describes the performance of a CTES system well.
With this information, a performance data schedule should be established to fully describe the
system needs (Bishop, 1992). Clearly, rating a CTES system on only energy storage capacity does
not accurately describe the system needs. All aspects of the system must be such that overall the
system has the capability to provide performance roughly equivalent to that for the conventional
chiller supplemented or replaced. In particular, CTES must provide stored energy when the build-
ing requires it. Performance specifications that recognize this complexity can help in achieving
successful CTES projects.

The selection among available system options depends upon site-specific factors. Some of the
factors that can enter into this decision are as follows (Wylie, 1990):

• Space availability. Ice storage systems require approximately one-third to one-quarter of
the space of chilled-water systems. PCMs also have similar storage advantages over chilled-
water systems.

• Efficiency. Water chillers use less energy than ice-makers because of higher evaporating tem-
peratures. PCMs require slightly less energy than chilled-water systems.

• Chilled-water temperatures. Ice storage systems can supply lower water temperatures, and
systems can be designed for larger supply/return temperature differences, resulting in lower flow
rates and pumping costs and smaller central plants.

• Refrigeration compressor size. Reciprocating compressors associated with ice storage are size
limited. The use of multiple units in large plants is usually uneconomic, requiring the use of
screw-type compressors instead.

• Maintenance costs. In general, chilled-water storage tanks have lower maintenance costs. Main-
tenance personnel are usually more familiar with chilled-water systems.

• Experience of contractor and operator. Contractors and building operation engineers are usu-
ally weakly familiar if not totally unfamiliar with the large, built-up, field-erected direct-expansion
or flooded coil refrigeration systems required for ice storage.

3.8.14 Cold-Air Distribution in CTES

Reducing the temperature of the distribution air in an air-conditioning system is attractive because
smaller air-handling units, ducts, pumps, and piping can be used, resulting in lower initial costs. In
addition, the reduced ceiling space required for ductwork can significantly reduce building height,
particularly in high-rise construction. These cost reductions can make thermal storage systems
competitive with nonstorage systems on an initial cost basis.

The optimum supply air temperature is usually determined through an analysis of initial and
operating costs for various design options. Depending on the load, the additional latent energy
removed at the lower discharge-air temperature may be offset by the reduction in fan energy
associated with the lower air flow rate.

The minimum achievable supply air temperature is determined by the chilled-water temperature
and the temperature rise between the cooling plant and the terminal units. With some ice storage
systems, the fluid temperature may rise during discharge; therefore the supply temperatures nor-
mally achievable with various types of ice storage plants should be carefully investigated with the
equipment supplier.

A heat exchanger is sometimes required with storage tanks that operate at atmospheric pressure
or between a secondary coolant and a chilled-water system. The rise in chilled-water temperature
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between the cooling-plant discharge and the chilled-water coil depends on the length of piping and
the amount of insulation. A smaller temperature difference can be achieved with more cooling-coil
rows or a larger surface area on the cooling coil, but extra heat-transfer surface is often uneconomic.

A blow-through configuration provides the lowest supply air temperature and the minimum
supply air volume. The lowest temperature rise achievable with a draw-through configuration is
2–3 ◦C because heat from the fan is added to the air. A draw-through configuration should be used
if space for flow straightening between the fan and coil is limited. A blow-through unit should not
be used with a lined duct because air with high relative humidity enters the duct.

Face velocity determines the size of the coil for a given supply air volume, and the coil size
determines the size of the air-handling unit. A lower face velocity generates a lower supply air
temperature, whereas a higher face velocity results in smaller equipment and lower initial costs.
The face velocity is limited by moisture carry-over from the coil. The face velocity for cold-air
distribution systems is usually 1.5–2.5 m/s. Cold primary air can be tempered with room air or
plenum return air by using fan-powered mixing boxes or induction boxes. The primary air should
be tempered before it is supplied to the space. The energy use of fan-powered mixing boxes is
significant, and negates the savings from downsizing central supply fans.

Diffusers designed for cold-air distribution can provide supply air directly to the space without
causing drafts, thereby eliminating the need for fan-powered boxes. If the supply air flow rate to
occupied spaces is expected to be below 0.02 m3/s per m2 of floor area, fan-powered or induction
boxes should be used to boost the air circulation rate. At supply air rates of 0.02 to 0.03 m3/s per m2,
a diffuser with a high ratio of induced room air to supply air should be used to ensure adequate
dispersion of ventilation air throughout the space. A diffuser that relies on turbulent mixing rather
than induction to temper the primary air may not be effective at these flow rates.

Cold-air distribution systems normally maintain space humidity between 30 and 45% as opposed
to the 50–60% generally maintained by other systems. At this lower humidity level, equivalent
comfort conditions are provided at higher dry-bulb temperatures. The increased dry-bulb set point
generally results in decreased energy consumption.

The surfaces of any equipment that may be cooled below the ambient dew point, including
air-handling units, ducts, and terminal boxes need to be insulated. Any vapor-barrier penetrations
should be sealed to prevent migration of moisture into the insulation. Prefabricated, insulated round
ducts are normally insulated externally at joints where internal insulation is not continuous. If ducts
are internally insulated, access doors also need to be insulated.

Duct leakage is undesirable because it represents cooling capacity that is not delivered to the
conditioned space. In cold-air distribution systems, leaking air can cool nearby surfaces to the point
at which condensation forms. Designers should specify acceptable methods of sealing ducts and
air-handling units, and establish allowable leakage rates and test procedures. These specifications
must be checked through on-site supervision and inspection during construction.

A thorough commissioning process is important for the optimal operation of any large space
conditioning system, particularly thermal storage and cold-air distribution systems. Reductions in
initial and operating costs are the major features for cold-air distribution, but successful performance
can be compromised by reducing initial costs by avoiding commissioning. In fact, comprehensive
commissioning can decrease costs by reducing future system malfunctions and troubleshooting
expenses, and provide increased value by ensuring optimal system operation.

Advantages of Cold-Air Distribution and TES

• Demand reduction. Cooling load is often the largest contributor to the peak electrical demand in
a building. Since many electric utilities experience their peak electrical demands in the summer
months, attributable mainly to building cooling loads, electric utilities often promote the use of
CTES systems to shift the electrical demand in buildings from peak to off-peak periods. Con-
tinually increasing peak demands from customers require the utilities to either build additional
generating capacity or rely on less efficient peaking plants. With higher demand charges and
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seemingly high “ratchet clauses” associated with electric utility rates, building owners can find
CTES options attractive in retrofit situations. This advantage is especially significant when incen-
tive or rebate programs are offered toward CTES.

• Lower capital costs. Thermal storage and cold-air distribution systems require considerably
less volume to meet a cooling load relative to conventional systems that use 12.7 ◦C supply air.
Thus, the mechanical system including chillers, air-handling units, pumps, fans, fan motors, and
ductwork can be downsized and still satisfy the same cooling load as a conventional system.
Reduced equipment size results in significant capital cost savings.

• Lower operating costs. The reduced size of the mechanical equipment associated with a ther-
mal storage and cold-air distribution system leads to significant savings in the operating costs
associated with running the system. Because the chillers, fans, and pumps used in the system
consume less electricity than their counterparts in conventional systems, the thermal storage and
cold-air distribution systems consume less energy over the operating life of the equipment, and
thus provide additional operating cost savings to building owners.

• Improved comfort. Thermal storage and cold-air distribution systems typically provide
5.5–7.5 ◦C supply air into the space for comfort cooling. This low-temperature supply air
improves comfort levels by lowering the relative humidity in the occupied areas. Typically, the
dry bulb temperature is 5.5 ◦C off the coil, and results in a relative humidity of about 36%
in the occupied areas, compared to about 50% for a conventional system. This reduction in
relative humidity along with room conditions of 25.5 ◦C (typical for low-temperature primary
air systems) results in a cool feeling in the occupied zone.

• Reduced noise. The smaller air-handling equipment and insulated ductwork associated with
cold-air distribution and TES usually reduce the transmission of noise to the occupied zones,
and thus reduce potential annoyances to occupants.

• Increased usable space. Typically, in a retrofit project, the architectural impact resulting from a
modification to a conventional HVAC system is significant. The increased cooling load associated
with increased occupancy loads or computer and equipment loads requires additional chiller
capacity, air-handling capacity, and ductwork (or a combination of these). A low-temperature
air-distribution system allows for small equipment and use of existing vertical shafts to carry
low-temperature air to occupied zones, thereby reducing major architectural impacts due to
modifications associated with the HVAC system. The smaller mechanical equipment frees up
some existing space in the mechanical room for other systems or purposes.

• Increased leaseability and marketability. Reductions in the demand charges and energy costs
associated with operating a thermal storage and cold-air distribution system may attract tenants,
because these savings can be passed on to them through leasing-cost reductions or lower util-
ity bills. Similarly, when the owner of a building sells the property, the CTES increases the
marketability of the building.

• Minimum disruption. Because thermal storage and cold-air distribution systems can utilize
existing ductwork in the building, this option minimizes work disruption, inconvenience to
building occupants, and sometimes, the costs associated with occupant relocations.

Disadvantages of Cold-Air Distribution and TES

• Condensation. The main difficulty in using thermal storage and cold-air distribution is the
condensation that may occur because of the low-temperature air passing through the ductwork,
causing ceiling damage and mold. Properly insulated and sealed ductwork, sealed plenum spaces,
and special collars at the duct connection to the VAV boxes (if used) or diffusers can prevent
condensation and ensure proper operation of the cold-air distribution system.

• Insufficient air. The reduction in volume of air supplied to the occupied space may cause
feelings of stuffiness and stagnation in those in the room. At the present time, building
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owners/designers have two alternatives to address this problem. First, fan-powered VAV boxes
can be used in conjunction with the low-temperature air to mix proper amounts of ceiling
plenum (return) air with low-temperature supply air to produce 12.7 ◦C and to maintain
minimum air circulation in the room. Second, low-temperature diffusers that are offered by some
manufacturers can be used. These low-temperature diffusers have unique thermal characteristics
that can prevent the condensation problems mentioned above, and provide high induction rates
to maintain room air circulation. The noise levels produced by such high-induction unit diffusers
are within acceptable limits.

• Dumping of air. Because of the decrease in supply air temperature and the low buoyancy of cold
air jet, air from the outlets may be dumped into the occupied zone causing occupant discomfort
due to concentrations of cold air. Dumping is simply the discharge of an air jet with little velocity.
This problem can be addressed by using the two methods discussed earlier (fan-powered VAV
boxes or high-induction diffusers).

3.8.15 Potential Benefits of CTES

During the past two decades, CTES technology has matured and is now accepted by many as
a proven energy-conservation technology. However, the predicted payback period of a potential
cool storage installation is often not sufficiently attractive to give it priority over other technology
options. This determination often is reached because full advantage is not made of the many
potential benefits of CTES, or because the CTES sizing is not optimized.

Several steps can be taken to optimize the payback period of cold TES systems. In general, cool
storage should be closely integrated with the overall building and its energy systems to take full
advantage of its potential benefits. These benefits depend on whether the application is for a new
or existing facility.

For new facilities, the potential benefits include

• use of low-temperature chilled-water distribution to reduce pipe and pump sizes and operat-
ing costs;

• use of low-temperature air distribution to reduce duct and fan sizes and operating costs;
• use of smaller chillers and electrical systems to reduce initial costs;
• a gain in usable building space due to less space being required for the mechanical system com-

ponents.

For existing facilities, the potential benefits that should be evaluated include

• the possible advantages of modifying the existing chillers to make ice versus the purchase of a
new machine;

• the use of spare chiller capacity in a chilled-water CTES system;
• the use of cold storage to gain more cooling capacity in situations where the chiller and electrical

service capacities are fully utilized;
• the possibility of using low-temperature air to advantage, where practical.

For both new and existing facilities, the sizing of the cool storage system should be optimized,
as opposed to the typical process of considering full storage and one or two levels of partial storage
versus a conventional system. A practical method to assist in determining the optimum system size
should be developed. Also, the value should be accounted for of the gain in usable building space
due to less space being required for mechanical system components when cool TES is used.

Most CTES systems reduce electricity demand during peak times by reducing (or eliminating)
the need to run the air-conditioning compressor during the day when electricity costs are highest.
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Thus, buildings can be cooled effectively during the day, while taking advantage of lower off-peak
electricity rates. The chilled medium remains in storage until needed, typically during the day when
the building is occupied. Then, the water or ice is used to cool the building. Cold-air distribution
can be used with CTES to allow the user to take advantage of the colder temperatures supplied
by some CTES systems. With cold-air distribution, the size of ductwork can be reduced, lowering
construction costs.

Consequently, a CTES system can be of benefit to users in three main ways:

• Lower electricity rates. With CTES, chillers can operate at night to meet the daytime cooling
needs, taking advantage of lower off-peak electricity consumption rates.

• Lower demand charges. Many commercial customers pay a monthly electrical demand charge
on the basis of the largest amount of electricity used during any 30-minute period of the month.
CTES reduces peak demands by shifting some of those demands to off-peak periods. Furthermore,
some utilities provide a rebate for shifting electrical demand to night or other off-peak periods.

• Lower air-conditioning system and compressor costs. Without CTES, large compressors capa-
ble of meeting peak cooling demands are needed, whereas smaller and less expensive units are
sufficient when CTES is used. Also, since water from a CTES may be colder than conventional
chilled water, smaller pipes, pumps, and air handlers may be integrated into the building design
to reduce costs further.

In some situations, one can reduce air-conditioning costs by up to one-half with CTES.

3.8.16 Electric Utilities and CTES

Electric utilities are placing increased emphasis on peak-load pricing strategies, such as time-of-
day rates and marginal cost-based rates. These rate strategies present consumers with significant
opportunities for cost control through load management in building design and operation. Consumers
can take advantage of peak-load time-of-use rates, while reducing cooling and heating costs and
maintaining comfort by installing a CTES system for space conditioning.

CTES systems can reduce HVAC equipment sizes, and lower air supply temperature (to as low
as 8.3 ◦C, with 30% relative humidity). This low humidity can provide adequate comfort with a
26.6 ◦C ambient thermostat setting. By comparison, the supply air for conventional systems is at
12.7 ◦C and 50% relative humidity, which permits a 23.3 ◦C thermostat setting. CTES systems can
also lower the first cost of equipment for energy distribution (e.g., pumps, pipes, fans, air ducts)
and the operating costs for fans and pumps. The chilled-water storage media in some systems can
also provide backup for fire control systems. The 30% relative humidity supply air can in some
instances be passed through heat exchangers to cool incoming outdoor air from 35 to as low as
20 ◦C using direct evaporative cooling. Chiller condenser water (especially during ice making) can
also be used in winter to reduce heating requirements.

Actual CTES systems are designed, evaluated, and approved in situations where the concerns
and preferences of the electric utility are of considerable importance, since utilities often provide
financial incentives to promote the inclusion of CTES in new and retrofitted air-conditioning sys-
tems. Special off-peak rate schedules are also sometimes available to larger customers for which
separate metering of air-conditioning loads is practical. Rebates are normally predicated on electri-
cal demand (in kW) shifted to off-peak periods. Substantial payments are common. Some examples
from relatively recent years: southern California Edison’s CTES-rebate limit was $300,000, based
on $200 per kW shifted, while at Wisconsin Electric, rebates were variable, typically $350 per kW
shifted and $0.08 per kWh shifted during the May to September cooling period. The combined effect
of such rebates and the reduced operating costs achieved with a properly designed CTES system
typically leads to simple payback periods of 2–5 years based on the CTES implementation cost.
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3.9 Seasonal TES
Many heating systems, notably those using heat pumps, and including virtually all active solar
space-heating systems, incorporate TES systems capable of storing heat from times when excess
amounts are available to times when they are unavailable or expensive. The period of storage can
vary from a few hours for diurnal storage cycles, to many months for seasonal (annual) cycles.
Seasonal TES in solar heating systems is particularly favored in high-latitude locations, where

• solar energy is available more during the long summer days, when it is not needed, than during
the short winter days, when heating demands must be met and

• cold ambient conditions, often below 0 ◦C, are available during the winter with its short days,
when cooling is not needed, than during the long summer days, when space cooling demands
must be met.

The potential exists for seasonal storage of heating capacity from summer until winter in the
former case, while the potential exists for seasonal storage of cooling capacity from winter until
summer in the latter case.

3.9.1 Seasonal TES for Heating Capacity

Water is often favored as the storage medium in seasonal TES systems because it can function as
both the heat transport medium and the heat storage medium, eliminating the cost and thermody-
namic losses of one heat exchange operation, and also meeting the engineering preferences for a
low-cost, nontoxic, nonflammable, noncorrosive, chemically stable, nonviscous, high-specific-heat
fluid with known characteristics.

Many storage containers are used for seasonal TES, including tanks, caverns, and aquifers.
Seasonal storage requirements for heating capacity are often met by large, insulated-tank, hot-water
systems. They are typically of substantial size, usually above 500,000 L, because the decreasing
surface-to-volume ratio with increasing size reduces both the cost and the heat loss on a unit of
storage capacity basis.

The optimal form for such large tanks appears to be the right circular cylinder with vertical
axis. Tanks of this form have low surface-to-volume ratios. They can be built to rest on the ground
surface, or to be partially or fully buried. Often the tops of the tanks in buried configurations are
modified for other purposes (e.g., paved for use as a parking lot or landscaped for use as a park).
All heat losses or infiltrations from buried tanks flow through the soil and ultimately reach one
of the two heat sinks: the ground–air interface and the water table. It is noted for this cylindrical
geometry that the condition where height and radius are approximately equal tends to minimize the
overall tank heat loss, since it gives the minimum surface-to-volume ratio. The inside of the tank
is often covered with a layer of insulation.

In some cases, tanks that are partially buried can have some or all of the excavated material
bermed against the side walls (see Figure 3.48), to provide both physical support and a degree of
insulation for the upper part of the tank wall. This configuration also provides for good surface
water drainage, often has hydraulic advantages associated with the lift requirements of the system
pumps, and avoids the need to haul and dispose of excavated soil from the site.

Methodologies for the analysis of the heat loss characteristics of several long-term storages have
been studied (Hooper et al., 1980; Rosen, 1990, 1998a). In particular, the fully buried tank, with its
top flush with the surface of the ground, and the on-ground tank have already received attention,
and design methodologies for these cases have been developed. The thermal properties of the soil
surrounding the tank are sometimes dependent on position, time, and temperature. For example,
changes in soil moisture content can occur during rains or melting of snow and ice, and can
significantly alter the soil’s thermal properties. Some additional energy interactions that are present
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Figure 3.48 Illustration of partially buried, bermed heat storage tank. Approximate lines of heat flow outside
the tank are shown

include the latent heat of fusion of soil moisture during freezing and thawing, and the latent heat
of vaporization during surface drying. The structural materials of the tank walls, often reinforced
concrete, sometimes have similar thermal properties as the soil regime.

3.9.2 Seasonal TES for Cooling Capacity

Several systems for seasonal storing of cold have been proposed and tested. Most of these are
based on ice storage, and are applicable in climates where temperatures are below 0 ◦C for much
of the winter.

In one system, an ice store is built up throughout the winter by spraying water into a tank that is
exposed to the ambient atmosphere when conditions are suitable for freezing water. During other
times, the tank, which is insulated, is closed. In the summer, when space cooling is needed, the ice
is allowed to melt and the cold water is circulated as required for cooling. The tank is designed
to permit enough ice to be created in the winter to meet most or all of the summer cooling needs.
Such a system has been tested in Ottawa, Canada.

3.9.3 Illustration

A seasonal thermal storage for heating capacity was installed at the Aylmer Senior Citizens residence
in Ontario, Canada. That storage is a cylindrical tank, with its axis vertical and with a height of 6.7 m
and a radius of 7.5 m. The tank is uniformly insulated with 0.15 m of foamed polyurethane having a
conductivity of 0.0346 W/m K, and is buried. The storage fluid, water, ranges in temperature from
about 80 ◦C at the end of summer when the storage is almost fully charged, to about 30 ◦C at the
end of winter when the storage has been for the most part discharged.

The surrounding conditions of the Aylmer area are typical of south-western Ontario. The seasonal
mean temperatures of the ambient air are about 21 ◦C in summer, −7 ◦C in winter, and 7 ◦C in
both spring and autumn. The water table is relatively constant when the temperature is about 7 ◦C,
and the thermal conductivity of the soil is about 1.73 W/m K.

In a preliminary economic analysis of cylindrical tanks such as the one considered here (Rosen,
1998b), tanks that are buried and have soil berms applied were shown, in most instances, to be
superior to other tank configurations. This analysis determined whether the initial cost savings
derived from using a bermed tank, instead of an in-ground tank, are greater or less than the
additional costs associated with the greater heat losses for the bermed tank over the life of the tank.
The factors considered in the analysis included the increased excavation cost associated with an in-
ground tank, the increased wall thickness required for an in-ground tank, the haulage of excavated
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soil for an in-ground tank compared to the cost of placing the soil into a berm, and the increased
heat loss associated with a bermed tank.

3.10 Concluding Remarks
Although energy may be stored in many ways (e.g., in mechanical, kinetic or chemical forms),
since much of the economy involves thermal energy, the storage of thermal energy warrants careful
attention. TES deals with the storing of energy by cooling, heating, melting, solidifying, or vapor-
izing a material, the energy becoming available as heat when the process is reversed. TES is a
temporary storage of high – or low – temperature energy for later use. There are mainly two types
of TES systems: sensible (e.g., water and rock) and latent (e.g., ice and salt hydrates). Storage
by causing a material to increase or decrease in temperature is called sensible heat storage. Its
effectiveness depends on the specific heat of the material and, if volume is important, the density
of the storage material. Storage by phase change, the transition from solid to liquid or from liquid
to vapor with no change in temperature, is known as latent heat storage.

Short-term storage (diurnal storage) is used to manage peak power loads of a few hours to a
day, in order to reduce the sizing of systems and/or to take advantage of energy tariffs. Medium-
or long-term storage is more common when waste heat or seasonal energy loads can be transferred,
with a delay of a few weeks to several months, to cover seasonal needs. This type of TES is called
seasonal or annual storage.

The selection of TES systems mainly depends on the storage period required (e.g., diurnal
or seasonal), economic viability, operating conditions, and so on. Some specific parameters that
influence the viability of a TES include facility thermal loads, thermal and electrical load profiles,
availability of waste or excess thermal energy, electrical costs and rate structures, type of thermal
generating equipment, and building type and occupancy. The economic justification for TES systems
usually requires that annual capital and operating costs are less than the costs for primary generating
equipment supplying the same service loads and periods. Substantial energy savings can be realized
by taking advantage of TES to facilitate using waste energy and surplus heat, reducing electrical
demand charges, and avoiding heating, cooling, or air-conditioning equipment purchases.

Today TES is considered as an advanced energy technology. The use of TES systems has been
attracting increasing interest in several thermal applications, for example, active and passive solar
heating, water heating, cooling, and air-conditioning. TES is often the most economic storage
technology for HVAC applications.

For solar thermal applications, the use of TES systems is essential because of fluctuations in the
solar energy input. Several classes of storage may be required for a single installation, depending
on the type and scale of the solar power plant, and the nature of its integration with conventional
utility systems.

TES can help correct the mismatch between supply and demand of energy, and can significantly
contribute to meeting society’s needs for more efficient, environmentally benign energy use.
TES thus plays an important role in energy conservation, and can yield significant saving of
premium fuels.

TES exhibits an enormous potential to make the use of thermal energy equipment more effective,
and for facilitating large-scale energy substitutions economically. A coordinated set of actions is
needed in several sectors of energy systems in order to realize the maximum benefits of storage.
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Study Questions/Problems
3.1 How much energy is needed to heat a volume of 10 m3 of water from 25 to 75 ◦C? Take the

density of water as 1000 kg/m3 and the specific heat as 4.2 kJ/kg ◦C.

3.2 List the various TES processes and explain each.

3.3 What are the benefits of TES systems?

3.4 What criteria should be considered in TES evaluation?

3.5 Modify the TES evaluation checklist to cover current environmental issues.

3.6 What are the barriers to TES adoption?

3.7 Define the storage period and the types of classifications used for them for applications.

3.8 Are there any standards available for TES? If so, identify and describe them.

3.9 What kinds of storage options are available for solar energy applications?

3.10 Discuss the types and features of various stratified TES tanks.

3.11 What are the differences between single- and dual-medium systems?

3.12 Explain how an aquifer TES works.

3.13 List the environmental benefits of TES.

3.14 Identify potential heat sources for an aquifer TES, in general, and specifically in your community.

3.15 Describe the operation of an aquifer-based heat pump.

3.16 What are the main advantages of evacuated solar collectors?

3.17 What are the main expectations of PCMs?

3.18 What is nucleation?

3.19 What is thermal cycling?
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3.20 What aspects are necessary to evaluate and select a PCM?

3.21 Explain how the performance of a PCM is assessed.

3.22 What are the selection criteria for latent TES?

3.23 Explain the working principle of a cold TES.

3.24 Show the possible TES operating strategies on a chart and explain each.

3.25 What are the main design considerations for a cold TES?

3.26 Compare the storage volumes of water and ice for 1000 kJ of heat capacity.

3.27 List the classifications for ice TES and describe them.

3.28 Describe the operation and technical details of ice-on-pipe CTES system.

3.29 Describe the operation and technical details of a ice harvester system.

3.30 Describe the operation and technical details of a glycol CTES system.

3.31 Describe the operation and technical details of CTES systems with encapsulated storage media.

3.32 Describe the operation and technical details of an ice-slurry CTES system.

3.33 What are the advantages offered by ice-slurry CTES?

3.34 What are the main systems for ice formation?

3.35 What are the options to control the ice thickness?

3.36 Why is it important in many ice CTES systems that the ice buildup does not become extensive in
all parts of the system?

3.37 List and explain the CTES selection factors.

3.38 What is seasonal TES? Describe how it works for cooling and heating options.



4
Thermal Energy Storage
and Environmental Impact

4.1 Introduction
Energy supply and use are related not only to problems such as global warming but also to such envi-
ronmental concerns as air pollution, ozone depletion, forest destruction, and emissions of radioactive
substances. These and other environmental issues must be taken into consideration if human soci-
ety is to develop in the future while maintaining a healthy and clean environment. Much evidence
suggests that the future will be negatively impacted if people and societies continue to degrade
the environment.

There is an intimate connection between energy, the environment, and sustainable development.
A society seeking sustainable development ideally must utilize only energy resources that cause
no environmental impact (e.g., which release no emissions or only harmless emissions to the envi-
ronment). However, since all energy resources lead to some environmental impact, it is reasonable
to suggest that some (but not all) of the concerns regarding the limitations imposed on sustain-
able development by environmental emissions and their negative impacts can be overcome through
increased energy efficiency. A strong correlation clearly exists between energy efficiency and envi-
ronmental impact since, for the same services or products, less resource utilization and pollution is
normally associated with higher efficiency processes.

Thermal energy storage (TES) systems can contribute significantly to meeting society’s needs
and desires for more efficient, environmentally benign energy use in such applications as building
heating and cooling and electric power generation and distribution. The use of TES systems often
results in significant benefits, such as the following (Dincer et al., 1997; Rosen et al., 2000):

• reduced energy costs;
• reduced energy consumption;
• improved indoor air quality;
• increased flexibility of operation;
• decreased initial and maintenance costs;
• reduced equipment size;
• more efficient and effective utilization of equipment;
• conservation of fossil fuels (by facilitating more efficient energy use); and
• reduced pollutant emissions (e.g., CO2).

In this chapter, anticipated patterns of future energy use and consequent environmental impacts
(focusing on acid precipitation, stratospheric ozone depletion, and the greenhouse effect) are

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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comprehensively discussed. Also, some solutions to current environmental issues are identified,
including energy conservation, increased efficiency, and use of renewable energy technologies,
and some theoretical and practical limitations to increased efficiency are explained. The relations
between energy and sustainable development and between the environment and sustainable develop-
ment are described, and several illustrative examples are presented. Throughout the chapter, several
issues relating to energy, environment, and sustainable development are examined from both cur-
rent and future perspectives. Finally, several conclusions are drawn and recommendations are made,
which are useful to scientists, researchers, engineers, and policy makers in the field of TES.

4.2 Energy and the Environment
Achieving solutions to the environmental problems that we face today requires long-term planning
and actions, particularly if we are to approach sustainable development. In this regard, renewable
energy resources appear to represent one of the most advantageous solutions. Hence, a strong
connection is often reported between renewable energy and sustainable development.

Energy is in many ways the convertible currency of technology. Without energy resources, our
societies cannot function and would crumble. The effect of only a 24-h disruption in electricity
supply to a city shows how totally dependent we are on that particularly useful form of energy.
Computers and elevators cease to function, hospitals reduce to a basic care and maintenance level,
and lights go out.

The average annual growth rate in world population is approximately 2%, and many countries
exceed that level. As populations grow, the need for more and more energy resources is exacerbated.
Enhanced lifestyles and energy demand usually rise together. Presently, there is a great disparity
between the populations of countries and their wealth and energy use. The wealthy industrialized
economies of the world which contain 25% of the world’s population consume about 75% of the
world’s energy supply (Dincer, 1998).

World population is expected to double by the middle of the 21st century and economic devel-
opment will almost certainly continue to grow. Global demand for energy services is expected to
increase by as much as an order of magnitude by 2050, while primary energy demands are expected
to increase by 1.5–3 times. Simultaneously, concern will likely increase regarding energy-related
environmental issues such as acid precipitation, stratospheric ozone depletion, and global climate
change (Dincer, 2000).

Environmental considerations have been given increasing attention in recent decades by energy
industries and the public. The concept that consumers share responsibility for pollution and its
impact and cost has been increasingly accepted. In some jurisdictions, the prices of many energy
resources have increased over the last 20 years, in part to account for environmental costs.

An often-proposed solution to possible energy-resource shortage is increased use of TES tech-
nologies, and the application of TES technologies can be quite advantageous in many instances.
To achieve the benefits, engineers and designers must carefully consider the practicality, reliability,
applicability, and economics of TES. Scarcity of energy supply and public acceptability should also
be considered accordingly.

More broadly, it is pointed out that energy is one of the main factors that must be considered in
discussions of sustainable development. Several definitions of sustainable development have been
put forth, including the following common one: “development that meets the needs of the present
without compromising the ability of future generations to meet their own needs” (Anon, 1987).
Thus, to achieve sustainable development, a supply of energy resources is required that is fully
sustainable (i.e., in the long term, it is readily and sustainably available at reasonable cost and can be
utilized for all required tasks without causing negative societal impacts) (Norton, 1991; MacRae,
1992; Rosen, 1996; Dincer and Rosen, 1998). Although a secure supply of energy resources is
generally agreed to be a necessary but not sufficient requirement for development within a society,
sustainable development further demands a sustainable supply of energy resources and effective and
efficient utilization of energy resources. In this regard, the advantages of TES utilization are clear.
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4.3 Major Environmental Problems
During the past few decades, the risks and reality of environmental degradation have become
increasingly apparent. The environmental impact of human activities has grown dramatically due
to a combination of factors such as increasing world population, energy consumption, industrial
activity, and so on. Throughout the 1970s, most environmental analysis and control instruments
concentrated on conventional pollutants such as SO2, nitrogen oxides (NOx), particulates, and CO.
Recently, environmental concern has extended to the control of micro- or hazardous air pollutants,
which are usually toxic chemical substances that are harmful in small doses, as well as globally
significant emissions such as CO2. Despite advances in environmental science, developments in
industrial processes and structures have led to new environmental problems such as an increase
in the effects of NOx and volatile organic compound (VOC) emissions. Details on these gaseous
and particulate pollutants and their impacts on the environment and human bodies may be found
elsewhere (Dincer, 1998).

Environmental problems span a continuously growing range of pollutants and hazards, and
include ecosystem degradation over ever-wider areas. The major areas of environmental concern
may be classified as follows (Dincer, 1998):

• acid rain,
• stratospheric ozone depletion,
• global warming and climate change,
• hazardous air pollutants,
• poor ambient air quality,
• water and maritime pollution,
• land use and siting impact,
• radiation and radioactivity,
• solid waste disposal, and
• major environmental accidents.

Among these environmental issues, the most internationally known and most significant ones
are usually considered to be acid precipitation, stratospheric ozone depletion, and global climate
change. Consequently, we focus on these in this section.

Some gaseous pollutants are listed in Table 4.1, along with their environmental impacts.

Table 4.1 Main gaseous pollutants and their impacts on the environment

Gaseous Greenhouse Stratospheric Acid Smog
pollutant effect ozone depletion precipitation

Carbon monoxide (CO) • • • •
Carbon dioxide (CO2) + +/− • •
Methane (CH4) + +/− • •
Nitric oxide (NO) and

nitrogen dioxide (NO2)
• +/− + +

Nitrous oxide (N2O) + +/− • •
Sulfur dioxide (SO2) − + • •
Chlorofluorocarbons (CFCs) + + • •
Ozone (O3) + • • +
Note: + denotes a contributing effect, − denotes that the substance exhibits an impact which varies with
conditions and chemistry and may not be a general contributor, and • denotes no impact.
Source: Speight (1996).
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4.3.1 Acid Rain

Acid rain (acid precipitation) refers to the end result of certain pollutants that are produced by the
combustion of fossil fuels, particularly from both stationary devices such as smelters for nonferrous
ores and industrial boilers, and transportation vehicles, and that are transported over great distances
through the atmosphere and deposited via precipitation on the earth. In the atmosphere, these
substances react to form acids, which are often deposited on ecosystems that are exceedingly
vulnerable to damage from excessive acidity. This acid rain is mainly attributable to emissions of
SO2 and NOx. These gases react with water and oxygen in the atmosphere to form such substances
as sulfuric and nitric acids (Figure 4.1). The control of acid precipitation requires appropriate control
of mainly SO2 and NOx emissions.

These pollutants have caused only local concerns related to health in the past. However, aware-
ness of their contributions to the regional and transboundary problem of acid precipitation has
recently grown, and attention has also begun focusing on other contributing substances such as
VOCs, chlorides, ozone, and trace metals. These substances may participate in the complex set
of chemical transformations in the atmosphere that result in acid precipitation and the formation
of other regional air pollutants. The types of damage caused by acid precipitation are as follows
(Dincer and Rosen, 1998):

• acidification of lakes, streams, and ground waters;
• damage to forests, agricultural crops, and plants due to the toxicity of excessive acid

concentration;
• damage to fish and aquatic life;
• deterioration of materials, for example, buildings, metal structures, and fabrics; and
• alterations of the physical and optical properties of clouds due to the influence of sulfate aerosols.
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Figure 4.1 Illustration of the formation, transport, and impact of acid precipitation (Dincer, 2000)
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Some energy-related activities are major sources of acid precipitation. For example, electric
power generation, residential heating, and industrial energy use account for 80% of SO2 emissions.
Another source of acid precipitation is sour gas treatment, which releases H2S that reacts to form
SO2 when exposed to air. Most of the NOx emissions are due to fossil fuel combustion in stationary
sources and road transport. VOCs, which are generated by a variety of sources and comprise a
large number of diverse compounds, also contribute to acid precipitation. Countries in which these
energy-related activities occur widely are significant contributors to acid precipitation. The largest
contributors are the United States, the countries from the former Soviet Union, and China.

The problem of acid precipitation is very contentious because the acid precipitation produced by
some countries’ emissions often falls on other countries, where it exhibits its damaging effects on
the ecology of water systems and forests, and on historical and cultural artifacts.

4.3.2 Greenhouse Effect (Global Climate Change)

Although the term the greenhouse effect , also known as global warming and which leads to global
climate change, has generally been used in the past to refer to the role of the atmosphere (mainly
water vapor and clouds) in keeping the surface of the earth warm, it is now associated with the
warming contribution of CO2 and certain other gases. Currently, it is estimated that CO2 emissions
are responsible for about 50% of the anthropogenic greenhouse effect. Other gases, such as CH4,
CFCs, halons, N2O, ozone, and peroxyacetylnitrate, produced by industrial and domestic activities,
also contribute to the greenhouse effect, which, most agree, is causing an increase in the earth’s
mean temperature and climatic changes (Figure 4.2). CO2 and these other gases are often referred
to as greenhouse gases (GHGs).

The greenhouse effect is potentially the most important environmental problem relating to energy
utilization. The greenhouse effect is associated with increasing atmospheric concentrations of GHGs,
which increase the manner in which the atmosphere traps heat radiated from the earth’s surface,
thereby raising the surface temperature of the earth. The earth’s surface temperature has increased
by about 0.6 ◦C over the last century, and as a consequence, the sea level is estimated to have
risen by perhaps 20 cm (Colonbo, 1992). Such changes can have wide-ranging effects on human

Atmosphere
Absorbed

Greenhouse effect

Radiation from the earth (heat)

Absorbed

Reflected

Earth's surface

Increasing concentrations of CO2, NOx, CH4, CFC, halon, ozone, and
peroxyacetylnitrate

trap heat and raise the earth's surface temperature

Figure 4.2 Illustration of the greenhouse effect (Dincer, 2000)
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activities all over the world. Current knowledge of the role of various GHGs is summarized in
Dincer and Rosen (1998).

Humankind is contributing through many of its economic and other activities to the increase
in atmospheric concentrations of various GHGs. For example, CO2 releases from fossil fuel com-
bustion, methane emissions from increased human activity, CFC releases, and deforestation all
contribute to the greenhouse effect. Most scientists agree that there is a cause–effect relationship
between the observed emissions of GHGs and global warming. Furthermore, many scientists predict
that if atmospheric concentrations of GHGs continue to increase, as present trends in fossil fuel
consumption suggest, the earth’s temperature may increase in the next century by another 2 ◦C,
and perhaps by 4 ◦C or more. If this prediction is realized, the sea level could rise between 30 and
60 cm before the end of the 21st century (Colonbo, 1992). The impact of such a phenomenon could
be dramatic, including flooding of coastal settlements, displacement of fertile zones for agriculture
and food production toward higher latitudes, and decreasing availability of freshwater for irrigation
and other essential uses. Such consequences could jeopardize the survival of entire populations.

Discussions on averting global climate change must consider the costs of reducing carbon emis-
sions. From a developing country perspective, discussions of costs and benefits should account for
the need for policies promoting rapid economic growth. Achieving a balance between economic
development and emissions abatement requires domestic policies aimed at improving the efficiency
of energy use and facilitating fuel switching, and international policies enabling easier access to
advanced technologies and external resources.

Arguments about the magnitude of the greenhouse effect at present and the possible levels in the
future have gone on for some time. Some believe that the earth is doomed to a rise in temperature,
while others believe that we can go polluting the atmosphere without consequence. However, most
agree that GHG emissions are harmful to the environment (Bradley et al., 1991), although some
contradictory reports have been published, making the issue complicated to study. Many state that
the environment should be considered to be an extremely limited resource, and the discharge of
chemicals into it should be subject to severe constraints.

In Table 4.2, the role of various GHGs in the processes involved in the greenhouse effect
is summarized.

4.3.3 Stratospheric Ozone Depletion

It is known that the ozone present in the stratosphere, roughly between altitudes of 12 and 25 km,
plays a natural, equilibrium-maintaining role for the earth, through absorption of ultraviolet (UV)
radiation of wavelengths 240–320 nm and absorption of infrared radiation (Dincer, 1998). A global

Table 4.2 Roles of some substances in the greenhouse effect

Substance ARIRRa Atmospheric concentration (ppm) AGRb SGEHAc SGEIHAd

Pre-industrial In 1990s (%) (%) (%)

CO2 1 275 346 0.4 71 50 ± 5
CH4 25 0.75 1.65 1 8 15 ± 5
N2O 250 0.25 0.35 0.2 18 9 ± 2
R-11 17,500 0 0.00023 5 1 13 ± 3
R-12 20,000 0 0.00040 5 2 13 ± 3

aAbility to retain infrared radiation relative to CO2.
bAnnual growth rate.
cShare in the greenhouse effect due to human activities.
dShare in the greenhouse effect increase due to human activities.
Source: Dincer and Rosen (1999).
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Figure 4.3 Illustration of sources of natural and anthropogenic ozone-depleting substances (Dincer, 2000)

environmental problem is the distortion and regional depletion of the stratospheric ozone layer,
which has been shown to be caused by emissions of CFCs, halons (chlorinated and bromi-
nated organic compounds), and NOx (Figure 4.3). Ozone depletion in the stratosphere can lead
to increased levels of damaging UV radiation reaching the ground, causing increased rates of skin
cancer, eye damage, and other harm to many biological species.

Energy- and non-energy-related activities are only partially responsible (directly or indirectly) for
the emissions that lead to stratospheric ozone depletion. CFCs, which are used in air-conditioning
and refrigerating equipment as refrigerants and in foam insulation as blowing agents, and NOx emis-
sions, which are produced from fossil fuel and biomass combustion processes, natural denitrification,
nitrogen fertilizers, and aircraft, play the most significant role in ozone depletion. Although scien-
tific debate on ozone depletion has occurred for over two decades, only in 1987 was an international
landmark protocol signed in Montreal to reduce the production of CFCs and halons. Much scientific
evidence confirming the destruction of stratospheric ozone by CFCs and halons has recently been
gathered, and commitments for more drastic reductions in their production were undertaken at many
international conferences (e.g., the 1990 London Conference). Many researchers and scientists have
undertaken comprehensive studies on the current status of the stratospheric ozone layer. Topics that
have been investigated include the history of the problem, chemical and physical phenomena asso-
ciated with ozone depletion, mapping of ozone losses in the stratosphere, and hypotheses for the
causes of the problem and its impacts.

Replacement equipment and technologies that do not use CFCs are increasingly coming to the
fore and may ultimately allow for a total ban of CFCs. An important consideration in such a CFC
ban is the need to distribute fairly the economic burdens deriving from the ban, particularly with
respect to developing countries, some of which have invested heavily in CFC-related technologies.
In order to eliminate or minimize the impacts of NOx emissions, the solutions mentioned in the
previous section can be implemented accordingly.

To conduct a successful environmental study, a clear outline of activities is needed, including
the following significant steps:

• definition of the main goals, both short- and long-term;
• measurement or estimation of the data needed with as much accuracy as desired and possible;
• evaluation and assessment of the data;
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• processing of the data to generate new and reliable information and knowledge, as well as
conclusions and recommendations; and

• reporting of the results without exaggeration or bias.

4.4 Environmental Impact and TES Systems and Applications
TES systems can contribute significantly to meeting society’s desire for more efficient, environ-
mentally benign energy use, particularly in the areas of building heating and cooling and electric
power generation. By reducing energy consumption, the utilization of TES systems results in two
significant environmental benefits:

• the conservation of fossil fuels through efficiency increases and/or fuel substitution; and
• reductions in emissions of such pollutants as CO2, SO2, NOx, and CFCs.

TES can impact air emissions at building sites by reducing (i) the amount of ozone-depleting CFC
and hydrochlorofluorocarbon (HCFC) refrigerants in chillers, and (ii) the amount of combustion
emissions from fuel-fired heating and cooling equipment. Each of these impacts is considered. TES
helps reduce CFC use in two main ways. First, since cooling systems with TES require less chiller
capacity than conventional systems, they use fewer or smaller chillers with less refrigerant. Second,
using TES can offset the lost cooling capacity that can sometimes occur when existing chillers are
converted to more benign refrigerants, making building operators more willing to switch refrigerants.

The potential aggregate air-emission reductions at power plants due to TES have been shown
to be significant. For example, TES systems have been shown to reduce CO2 emissions in the
United Kingdom by 14–46% by shifting electric load to off-peak periods (Beggs, 1994), while
an Electric Power Research Institute (EPRI) co-sponsored analysis found that TES could reduce
CO2 emissions by 7% compared to conventional electric cooling technologies (Reindl, 1994). Also,
using California Energy Commission data indicating that existing gas plants produce about 0.06 kg
of NOx and 15 kg of CO2 per 293,100 kWh of fuel burned, and assuming that TES installations
save an average of 6% of the total cooling electricity needs, TES could possibly eliminate annual
emissions of about 560 t of NOx and 260,000 t of CO2 statewide (CEC, 1996).

4.5 Potential Solutions to Environmental Problems
In this section, we list a number of general potential solutions to environmental issues. Then,
TES-related solutions and their consequences are explained in detail.

4.5.1 General Solutions

Various potential solutions to the current environmental problems associated with harmful pollutant
emissions have recently evolved, including

• use of TES technologies;
• use of renewable energy technologies;
• energy conservation and increasing the efficiency of energy utilization;
• cogeneration and district heating and cooling;
• use of alternative energy forms and sources for transport;
• energy-source switching from fossil fuels to environmentally benign energy forms;
• use of coal-cleaning technologies;
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• optimum monitoring and evaluation of energy indicators;
• policy integration;
• recycling;
• process change and sectoral modification;
• acceleration of forestation;
• application of carbon and/or fuel taxes;
• material substitution;
• promoting public transport;
• changing lifestyles;
• increasing public awareness of energy-related environmental problems;
• increased education and training.

4.5.2 TES-Related Solutions

Among the potential solutions listed earlier, the most important to the present discussions is the
use of TES technologies. TES and its role in reducing environmental impact are discussed here.

An important step in moving toward the implementation of TES technologies is to identify and
remove barriers. Several barriers to the development and introduction of cleaner energy processes,
devices, and products have been identified in the past. These barriers must be removed for TES and
associated technologies to be more widely used. The barriers can also affect the financing of efforts
to augment the supply of TES technologies. Although there are a number of barriers in practice,
each TES project or application has its own difficulties and obstacles.

Some of the barriers faced by many TES technologies include (Dincer, 1999)

• technical constraints;
• financial constraints;
• limited information and knowledge of options;
• lack of necessary infrastructure for recycling, recovery, and re-use of materials and products;
• lack of facilities;
• lack of expertise within industry and research organizations, and/or lack of coordinated expertise;
• poorly coordinated and/or ambiguous national aims related to energy and the environment;
• uncertainties in government regulations and standards;
• lack of adequate organizational structures;
• lack of varied electrical rates to encourage off-peak electricity use;
• mismanagement of human resources;
• lack of societal acceptability of new TES technologies; and
• absence of, or limited consumer demand for, TES products and processes.

Establishing concrete methods for promoting TES technologies requires analysis and clarifica-
tion about how to combine environmental objectives, social and economic systems, and technical
developments to attain effective solutions. It is important to create and employ tools that encourage
technological development and diffusion, and to align government policies in such areas as energy
and environmental standards and government purchasing.

4.6 Sustainable Development
Energy resources are needed for societal development, and sustainable development requires a sup-
ply of energy resources that is sustainably available at reasonable cost and which causes no negative
societal impacts. Thus, energy resources such as fossil fuels that are finite lack sustainability, while
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others such as renewable energy sources, often supplemented by TES, are sustainable over the
relatively long term.

Environmental concerns also factor into sustainable development, as activities that degrade the
environment are not sustainable. As much environmental impact is associated with energy, sus-
tainable development requires the use of energy resources that cause as little environmental impact
as possible. Clearly, limitations on sustainable development due to environmental emissions can
in part be overcome through increased efficiency, as it leads to less environmental impact for the
same services or products.

Consequently, there is a diversity of choices and TES technologies often play an important role
in the context of sustainable development.

4.6.1 Conceptual Issues

Sustainability has become a fashionable word in the 1990s, a legacy of concerns about the
environment expressed during the 1970s and 1980s. Also common is sustainable develop-
ment – another term made fashionable. The media often refer to sustainable architecture,
sustainable diets, sustainable fisheries, sustainable food production, sustainable futures, sustainable
communities, sustainable economic development, sustainable economic growth, sustainable
policies, and even sustainable debt.

Sustainable has come to mean something good. Part of the problem with sustainable is that it
is oftentimes unclear or ambiguous, at least in political discourse. One meaning of sustainable is
supportable. But the originators of the term sustainable development had another meaning in mind:
capable of being continued . Thus, sustainable development is politically supportable development,
on the one hand, or development that is capable of being continued on the other hand.

Further uncertainty in meaning arises from consideration of what is unsustainable, that is, cannot
be continued. If transportation trends are stated to be unsustainable (to anticipate later parts of this
chapter), does this mean that the transportation trends cannot be continued or that society as we
know it cannot continue if the transportation trends continue?

Development is also a somewhat ambiguous word. It can mean both progress and happening.
The former use has the connotation of movement to a better state; the latter use is less laden with
value. Consequently, a minimal, value-free meaning of sustainable development might be “activity
that is capable of being continued” (OECD, 1996).

4.6.2 The Brundtland Commission’s Definition

The term sustainable development was introduced in 1980, popularized in the 1987 report of the
World Commission on Environment and Development (the Brundtland Commission), and given the
status of a global mission by the United Nations Conference on Environment and Development
(UNCED) in Rio de Janeiro in 1992.

The Brundtland Commission defined sustainable development as “development that meets the
needs of the present without compromising the ability of future generations to meet their own
needs.” The Commission noted that its definition contains two key concepts: needs , meaning “in
particular the essential needs of the world’s poor,” and limitations , meaning “limitations imposed
by the state of technology and social organization on the environment’s ability to meet present and
future needs” (OECD, 1996).

The Brundtland Commission’s definition was thus not only about sustainability and its vari-
ous aspects but also about equity – equity among present inhabitants of the planet, and equity
among generations. Sustainable development for the Brundtland Commission includes environmen-
tal, social, and economic aspects, but considers remediation of current social and economic aspects
an initial priority. The chief tools cited for remediation were “more rapid economic growth in both
industrial and developing countries, freer market access for the products of developing countries,
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lower interest rates, greater technology transfer, and significantly larger capital flows, both conces-
sional and commercial.” Such growth was said to be compatible with recognized environmental
constraints, but the extent of the compatibility was not explored.

4.6.3 Environmental Limits

The report of the Brundtland Commission stimulated debate about the environmental impacts of
industrialization and about the legacy of present activities for coming generations. The report also
increased interest in what might be the physical or ecological limits to economic growth.

Further definitions of sustainability proposed give priority to such limits. One business writer,
Paul Hawken, suggested the following (OECD, 1996): “The word sustainability can be defined in
terms of carrying capacity of the ecosystem, and described with input–output models of energy
and resource consumption. Sustainability is an economic state where the demands placed on the
environment by people and commerce can be met without reducing the capacity of the environment
to provide for future generations. It can also be expressed in the simple terms of an economic golden
rule for the restorative economy: Leave the world better than you found it, take no more than you
need, try not to harm life or the environment, make amends if you do.”

The author of the above quotation and others have drawn on the work of Herman Daly, formerly
of the World Bank, in considering how environmental limits might be characterized. Daly suggested
that the limits on society’s material and energy throughputs might be set as follows (OECD, 1996):

• The rates of use of renewable resources should not exceed their rates of regeneration.
• The rates of use of nonrenewable resources should not exceed the rates at which renewable

substitutes are developed.
• The rates of pollution emissions should not exceed the assimilative capacity of the environment.

4.6.4 Global, Regional, and Local Sustainability

Sustainability – or unsustainability – must also be considered in terms of its geographic scope.
Activity may be globally unsustainable. For example, it may result in climate change or depletion
of the stratospheric ozone layer and so affect several geographic regions, if not the whole world.
Activity may be regionally unsustainable, perhaps by producing and dispersing tropospheric ozone
or acidifying gases that can kill vegetation and cause famine in one region but not in other parts of
the world. Activity may be locally unsustainable, perhaps because it results in hazardous ambient
levels of carbon monoxide locally, or because the noise it produces makes habitation impossible.
In the long term, sustainability appears to be more a global concern than a regional or local one.
If an environmental impact exceeds the carrying capacity of the planet, then life as we know
it is threatened. If it is beyond the carrying capacity of one area, then that area may become
uninhabitable, but life can most likely continue elsewhere.

4.6.5 Environmental, Social, and Economic Components
of Sustainability

The focus of this discussion on physical limits does not deny the social and economic aspects
of sustainability. A way of life may not be worth sustaining under circumstances of extreme
oppression or deprivation. Moreover, oppression or deprivation can interfere with efforts to make
human activity environmentally benign. Nonetheless, if ecosystems are irreparably altered by human
activity, then subsequent human existence may become not merely unpalatable, but impossible.
Thus, the environmental component of sustainability is essential.
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The heterogeneity of the environmental, social, and economic aspects of sustainability should
also be recognized. Environmental and social considerations often refer to ends , the former having
perhaps more to do with the welfare of future generations and the latter with the welfare of present
people. Economic considerations, often taken to refer to ends, can perhaps more helpfully be seen
as a means to the various ends implied by the environmental and social considerations.

The environmental aspects of sustainability, particularly those of a global nature, are often not
focused on by spokespeople for the world’s poorer countries. They argue that a preoccupation
with the environment ignores their real needs to eliminate poverty and may be associated with
plans to prevent development in general and industrialization in particular. The reality is that the
poorer half of the world’s human population has contributed relatively little to the degradation of
global and regional environments. Of the remaining 2–3 billion people whose activities significantly
degrade global and regional environments, the several hundred millions who live in OECD member
countries contribute a disproportionately large share. They are also the people who can more afford
the luxury of thinking about the future. Thus, a focus within the OECD on the environmental
aspects of sustainability may be viewed as appropriate (OECD, 1996).

4.6.6 Energy and Sustainable Development

A secure supply of energy resources is generally agreed to be a necessary but not sufficient require-
ment for development within a society. Furthermore, sustainable development demands a sustainable
supply of energy resources. The implications of these statements are numerous and depend on how
sustainable is defined.

One important implication of these statements is that sustainable development within a society
requires a supply of energy resources that, in the long term, is readily and sustainably available at
reasonable cost and can be utilized for all required tasks without causing negative societal impacts.
Supplies of such energy resources as fossil fuels (coal, oil, and natural gas) and uranium are
generally acknowledged to be finite; other energy sources such as sunlight, wind, and falling water
are generally considered renewable and therefore sustainable over the relatively long term. Wastes
(convertible to useful energy forms through, for example, waste-to-energy incineration facilities)
and biomass fuels are also usually viewed as sustainable energy sources.

A second implication of the initial statements in this section is that sustainable development
requires that energy resources be used as efficiently as possible (MacRae, 1992; Rosen, 1996). In this
way, society maximizes the benefits it derives from utilizing its energy resources, while minimizing
the negative impacts (such as environmental damage) associated with their use. This implication
acknowledges that all energy resources are to some degree finite, so that greater efficiency in
utilization allows such resources to contribute to development over a longer period of time, that
is, to make development more sustainable. Even for energy sources that may eventually become
inexpensive and widely available, increases in energy efficiency will likely remain sought after to
reduce the resource requirements (energy, material, etc.) to create and maintain systems and devices
to harvest the energy and to reduce the associated environmental impacts.

The first implication, clearly being essential to sustainable development, has been and continues to
be widely discussed. The second implication, which relates to the importance and role of efficiency
in achieving sustainable development, is somewhat less discussed and understood.

4.6.7 Environment and Sustainable Development

Environmental concerns are an important factor in sustainable development. For a variety of reasons,
activities which continually degrade the environment are not sustainable over time, for example,
the cumulative impact on the environment of such activities often leads over time to a variety of
health, ecological, and other problems.
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A large portion of the environmental impact in a society is associated with its utilization of energy
resources. Ideally, a society seeking sustainable development utilizes only energy resources that
cause no environmental impact (e.g., which release no emissions to the environment). However,
since all energy resources lead to some environmental impact, it is reasonable to suggest that
some (not all) of the concerns regarding the limitations imposed on sustainable development by
environmental emissions and their negative impacts can be in part overcome through increased
efficiency. Clearly, a strong relation exists between efficiency and environmental impact since, for
the same services or products, less resource utilization and pollution is normally associated with
increased efficiency.

Improved energy efficiency leads to reduced energy losses. Most efficiency improvements pro-
duce direct environmental benefits in two ways. First, operating energy input requirements are
reduced per unit output, and pollutants generated are correspondingly reduced. Second, considera-
tion of the entire life cycle for energy resources and technologies suggests that improved efficiency
reduces environmental impact during most stages of the life cycle.

4.6.8 Achieving Sustainable Development in Larger Countries

Can sustainable development be pursued by larger countries with varied political and administrative
systems? Wealth and advanced technology may make it easier for the industrialized countries
to strive for sustainable development, but as the reversal in the trend toward declining carbon
emissions after the oil-price decline in 1986 illustrates, the basic motivations, dreams, and desires
which require higher energy use (and yield corresponding increases in emissions) have not changed.
Transforming these behavioral and decision-making patterns requires the recognition that current
development paths are not sustainable. History suggests that such recognition occurs only when
short-term consequences are obvious, as in the case of an “oil-price shock” or a drought. In order
to successfully mobilize the resources necessary to reduce the risks posed by a changing global
climate, the public must perceive the potential long-term consequences associated with present
behavior patterns. Translating the future threats associated with continual increases in energy use
and carbon emissions into immediate priorities is and will be one of the most difficult challenges
faced by policy analysts.

4.6.9 Essential Factors for Sustainable Development

The main concept of sustainability, which often inspires local and national authorities to incor-
porate environmental considerations into their energy program, and which has different meanings
in different contexts, embodies a long-term perspective. Future energy systems will largely be
shaped by broad and powerful trends that have their roots in basic human needs. Combined with
increasing world population, the need will become more apparent for successful implementation of
sustainable development.

Various parameters are important to achieving sustainable development in a society, some of
which are as follows (Dincer, 1999):

• Public awareness. A fundamental step in making a sustainable energy program successful is
improving public awareness of its need. This step should be carried out through the media and
by public and/or professional organizations.

• Information. Necessary information on energy utilization, environmental impact, renew-
able energy resources, and so on should be provided to the public through public and
government channels.

• Environmental education and training. This activity complements the provision of informa-
tion. Any approach that does not include as integral education and training is likely to fail, so
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this activity can be considered as necessary to a sustainable energy program. For this reason, a
wide scope of specialized agencies and training facilities should be made available to the public.

• Innovative energy strategies. Such strategies should be included where appropriate in an effec-
tive sustainable energy program. In parallel, efficient dissemination of information is required of
the new methods through public relations, training, and counseling.

• Renewable energy resources and cleaner technologies. In developing an environmentally
benign sustainable energy program, renewable energy sources and cleaner technologies
(including TES) should be promoted at every stage. Such activities form a basis for short- and
long-term policies.

• Financing. Financing is an important tool for achieving the main goal of sustainable energy
development in a country and accelerating the implementation of environment friendly
energy technologies.

• Monitoring and evaluation tools. In order to assess how successfully a program has been
implemented, it is of great importance to monitor each step and evaluate the data and findings
obtained. In this regard, appropriate monitoring and evaluation tools should be used.

4.7 Illustrative Examples and Case Studies
Five examples are considered of energy systems that incorporate TES and, by so doing, mitigate
some environmental impacts. The examples are drawn from actual cases.

4.7.1 The South Coast Air Quality Management District (California)

The South Coast Air Quality Management District (SCAQMD) identifies TES as one way to reduce
site emissions, and TES can also significantly reduce combustion air emissions from power plants.
Indeed, in California, where natural gas is usually the fuel used for marginal power generation, the
reductions in power plant emissions are comparable to emission reductions due to the energy savings
from TES. Assuming 20% market penetration by 2005, TES was estimated to be able to avoid
260,000 t of CO2 emissions annually, statewide. Just as importantly, TES could eliminate about
1.6 t of NOx emissions per day in the SCAQMD. These NOx emission reductions are equivalent
to the reductions achieved by using almost 100,000 electric vehicles (CEC, 1996). At the building
site, TES can help reduce CFCs and combustion emissions. TES can also help in the transition
to non-CFC air-conditioning refrigerants. For example, when existing chillers are converted to a
non-CFC refrigerant, the chillers’ effective cooling capacity may be reduced. Some key facility
managers see TES as making up the cooling-capacity difference. In addition, use of partial-storage
TES often can reduce the required chiller capacity by half, which means, half as much refrigerant
is necessary.

4.7.2 Anova Verzekering Co. Building (Amersfoort, The Netherlands)

This application shows how an aquifer TES system provides energy savings and reductions in
environmental pollutants. This seasonal system was introduced in the Netherlands by an insurance
company, Anova Verzekering, in its newly renovated office in Amersfoort (IEA-HPC, 1994). The
system is considered an innovative space-conditioning system. A schematic diagram of the system
for both heating and cooling modes of operation is shown in Figure 4.4. In winter, an electric heat
pump is utilized within a hydronic heating and cooling distribution system, which uses a warm
ground water aquifer as a heat source. In the heating mode, the ground water is cooled to 8 ◦C
and stored in a second water layer location. At the end of the heating season, sufficient cool water
has been stored to meet the office cooling needs in summer without requiring operation of the heat
pump or any other active cooling system. When cooling is needed, the cooled ground water is
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Figure 4.4 An aquifer TES space air-conditioning system (Adapted from IEA-HPC, 1994)

pumped up and used to extract heat from the hydronic system. The ground water then returns to
the warm well at temperatures between 17 ◦C and 20 ◦C, thus providing a useful source of stored
heat. Very efficient heat pump operation is expected, since the system uses a warm heat source
coupled with a heat-distribution temperature of 35–40 ◦C.

A key issue in the success of this design is the utilization of an advanced ceiling-mounted
hydronic heating and cooling distribution system. This system offers significant energy savings
(as detailed in Section 5.6.3) and environmental benefits, as shown in Table 4.3 With a subsidy
of US$212,000 from the Dutch government, representing over 20% of the total installation cost,
the savings in energy costs will pay back the additional investment costs within 6.5 years. This
assessment is relative to the conventional alternative technology of gas heating and electric
air conditioning.

4.7.3 The Trane Company’s Technology Center (La Crosse, WI)

In 1994, the US Environmental Protection Agency (EPA) launched the Energy Star Showcase
Buildings Program to encourage and highlight improved building energy efficiency and reduce the
environmental pollution.

The Trane Company’s Technology Center in La Crosse, WI, was selected as one of 24 charter
participants in the program. Under the terms of an agreement signed at EPA headquarters in July
1994, Trane committed to making major improvements in its 18,580 m2 Technology Center. Built

Table 4.3 Environmental benefits of the aquifer TES system∗

Emission Conventional system TES-based system Reduction for TES-based system

CO2 (kg) 608,000 346,000 262,000 (43%)
NOx and SO2 – – (40%)

∗Adapted from IEA-HPC (1994), where further details are available.
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in 1954, this building contains laboratories, product design facilities, and offices. The strategy was
to first make all the appropriate improvements in the building shell, lighting systems, and heating,
ventilating and air conditioning (HVAC) distribution system, and then to make necessary changes
in the chillers and chilled water system.

HVAC improvements under the Energy Star Program consisted of improving the air distribution
system in the building by evaluating and tuning up fans, dampers, and actuators to make sure they
were working properly. It turned out that only minimal structural changes to the air distribution
system were necessary. After these changes were made, the chilled water system was assessed.

The existing cooling system for the building used two chillers with 17 modular ice storage
containers. The chillers were a two-stage 300-t centrifugal (rated at 1.0 kW/t) and a 1984 three-
stage 250-t centrifugal (0.70 kW/t). The newer chiller had been used as the lead chiller and the
older machine in a backup capacity. In the ice-making mode, the 250-t machine was rated at 150 t
(0.85 kW/t). The new chiller configuration featured a 230-nominal-ton chiller used for ice making,
with a duty capacity of 152 t at −4.5 ◦C leaving water, and a second 400-nominal-ton machine with
a rated efficiency of 0.497 kW/t at 100% load. The second chiller was equipped with an adaptive
frequency drive to further reduce demand under part-load conditions.

The total cost of the building improvement project was $350,000. Of this, $62,000 was rebated
by the local utility, Northern States Power Company. The forecast savings from the improvements
were $63,125 per year. In 1995, during which only a part of the improvements were complete, the
actual savings were $36,835. The summer of 1995 was exceptionally warm, with cooling degree
days over 50% higher than the previous summer. Yet actual energy performance of the building
met expected levels, and a projected simple payback of 4.5 years was confirmed. This represents
an internal rate of return on investment of 21.4% for the Trane Company.

From an environmental perspective, the reduced energy requirements by building improvements
over 30 years represented a reduction in utility emissions as follows:

• 24.5 million kg of CO2,
• 313,000 kg of SO2, and
• 115,000 kg of NOx.

Additionally, the project represented an electric demand reduction of over 300 kW, one-third of
a megawatt of generating capacity that would not need to be built or purchased over the lifetime
of the building. Further details on this system are provided by Trane (1997).

4.7.4 The Ministry of Finance Building (Bercy, France)

In 1987, the French government decided to build the new Ministry of Finance on the site of Bercy.
The new building (260,000 m2) is occupied by 5000 persons. It includes restaurants, banks, a post
office, a nursery, and so on. It is well equipped with high technologies (security systems, automatic
document carrier, etc.). The building is air conditioned by five chillers of 1100 kW each (25,000 kWh
stored daily in eight tanks of 56 m3 each). The STL (le stockage latent in French, or latent heat
storage) is used to shave the peak demand in summer. Technical data can be summarized as follows:

• Daily cooling energy consumption: 120,000 kWh
• Maximum cooling demand: 9000 kW
• Cooling energy stored: 25,000 kWh
• Store type: STL - 00 - 448
• Number of tanks: 8

The STL is used to shave the peak demand between 8 h and 19 h. The STL is comprised of eight
tanks in parallel. The STL is charged during the night by three chillers (2500 kW at −5.5/−1 ◦C).
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The STL allows the Ministry of Finance to save on operating costs and to have a backup system.
The technical advantages of the TES system include

• chiller size reduced by 40%;
• higher electrical generation plant efficiency;
• smaller heat rejection plant;
• increased lifetime of equipment;
• reduced electrical installation;
• backup at disposal; and
• reduced maintenance.

The financial advantages of the TES system can be listed as follows:

• lower operating costs,
• use of low-cost electricity,
• savings on demand charge, and
• savings on maintenance.

Consequently, the environmental advantages of the TES system can be highlighted as follows:

• reduced use of refrigerant by 40%, leading to ozone layer protection; and
• reduced emission of CO2, SO2, and N2O, lowering contributions to the greenhouse effect and

other environmental concerns.

Further information on the application may be found elsewhere (Cristopia, 1999).

4.7.5 The City of Saarbrucken (Saarbrucken, Germany)

This case study considers the city of Saarbrucken, Germany, which implemented a new energy and
environment strategy in the 1980s to reduce energy consumption and CO2 emissions. The strategy
mainly involved district heating, seasonal energy storage, and the use of renewable energies. The
city’s achievements were classified into energy savings (as detailed in Section 5.6.3) and CO2

emission reductions as follows: a 15% reduction in CO2 emissions for the heating and electrical
requirements of the municipality. As a result of this successful implementation, the city of Saar-
brucken received a Local Government Honor at the UNCED in Rio de Janeiro in June 1992. For
further details on this case study, see OECD (1995).

4.8 Concluding Remarks
Several concluding remarks can be drawn from this chapter.

There are a number of environmental problems that we face today. These problems span a
continuously growing range of pollutants, hazards, and ecosystem degradation over ever-wider
areas. The most significant problems are acid precipitation, stratospheric ozone depletion, and
global climate change. The latter is potentially the most important environmental problem relating
to energy utilization. Rising atmospheric concentrations of GHGs are increasing the manner in which
these gases trap heat radiated from the earth’s surface, thereby raising the surface temperature of
the earth and, as a consequence, sea levels.

Recently, a variety of potential solutions to the current environmental problems associated with
the harmful pollutant emissions have evolved. TES appears to be one effective solution and plays
a significant role in environment policies.



208 Thermal Energy Storage

Sustainable development demands a sustainable supply of energy resources that, in the long
term, is readily and sustainably available at reasonable cost and can be utilized for all required
tasks without causing negative societal impacts. TES systems can contribute significantly to meeting
society’s desire for more efficient, environmentally benign energy use and for sustainable develop-
ment, particularly in the areas of building heating and cooling and electric power generation. By
reducing energy consumption, the utilization of TES systems results in two significant environmen-
tal benefits: (i) the conservation of fossil fuels through efficiency increases and/or fuel substitution
and (ii) reductions in emissions of such pollutants as CO2, SO2, NOx, etc.
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Study Questions/Problems
4.1 What kinds of environmental benefits are offered by TES?

4.2 List the major environmental problems faced by people and societies.

4.3 Classify the environmental problems faced by the society into local, regional, and global.

4.4 What are the primary greenhouse gases?

4.5 What is the CO2 equivalent in terms of greenhouse gas potential of the various greenhouse gases?

4.6 Find estimates for future global population levels, and describe qualitatively and quantitatively the
impact that increasing global population is anticipated to have on environmental challenges in the
future.

4.7 Describe the physical and chemical processes that lead to global warming and climate change.

4.8 Describe the physical and chemical processes that lead to stratospheric ozone depletion.

4.9 Describe the physical and chemical processes that lead to acid precipitation.

4.10 Describe the mechanisms that lead to the possibility that the source of acid precipitation in one
region may be in another country.

4.11 Explain the physical mechanisms that cause climate change to be considered a global problem,
considering how the sources of climate change in one country affect other countries.

4.12 Describe sustainability and how it is connected to energy use. Explain how utilization of TES can
contribute to making human activity more sustainable.

4.13 What is the Brundtland Commission’s definition for sustainable development?

4.14 Explain how the local and global context of sustainability can be assessed.

4.15 Explain how one can contribute to achieving sustainable development through TES.

4.16 What are the key parameters in achieving sustainable development? Rank the various parameters
important to achieving sustainable development in a society from most to least important, justifying
your rankings as much as possible.





5
Thermal Energy Storage
and Energy Savings

5.1 Introduction
Thermal energy storage (TES) is a key component of many successful thermal systems. TES
should allow for the minimum reasonable thermal energy losses and the corresponding energy
savings, while permitting the highest appropriate extraction efficiency of the stored thermal energy.
This chapter deals with the methods for describing and assessing TES systems, and practical
energy-saving applications provided by using TES systems. The design and selection criteria for
TES systems are examined. Further, energy-saving techniques and applications are discussed and
highlighted with illustrative examples.

TES is considered by many to be an advanced energy technology , and there has been increas-
ing interest in using this essential technology for thermal applications such as hot water, space
heating, cooling, air-conditioning, and so on. TES systems have enormous potential for per-
mitting more effective use of thermal energy equipment and for facilitating large-scale energy
substitutions. The resulting benefits of such actions are especially significant from an economic
perspective. In general, a coordinated set of actions has to be taken in several sectors of an
energy system for the maximum potential benefits of TES to be realized. TES appears to be
the best means of correcting the mismatch that often occurs between the supply and demand of
thermal energy. More broadly, TES can contribute significantly to meeting society’s needs for
more efficient, environmentally benign energy use. The two main types of TES systems, sensible
(e.g., water and rock) and latent (e.g., water/ice and salt hydrates), offer economic and other advan-
tages, depending on the application. The selection of a TES system mainly depends on the storage
period required, that is diurnal or seasonal, and such other factors as economic viability, operating
conditions, and so on. In practice, many research and development activities have concentrated and
continue to concentrate on efficient energy use and energy savings, leading to a broad array of
energy conservation measures. In this regard, TES appears to have a major role to play as it is an
attractive thermal technology.

TES generally involves the temporary storage of high- or low-temperature thermal energy for
later use. Examples of TES applications include the storage of solar energy during the day for
overnight heating, of summer heat for winter use, of winter ice for space cooling in summer, and
of heat or cool generated electrically during off-peak hours for use during subsequent peak demand
hours. Solar energy, unlike energy from fossil fuels, is not available at all times. Even cooling
loads, which nearly coincide with maximum levels of solar radiation, are often present after sunset.
TES provides an important mechanism to offset the mismatch between thermal energy availability
and demand in this application.

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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TES can also aid in the efficient use and provision of thermal energy in other situations where
there is a mismatch between energy generation and use. Various TES processes have been inves-
tigated and developed for building heating and cooling, industrial energy-efficiency improvement,
and utility power systems. The period of storage is clearly an important factor. Diurnal storage
systems have certain advantages: capital investment and energy losses are usually low, units are
smaller and can easily be manufactured off-site, and the sizing of daily storage for each application
is not nearly as critical as it is for larger annual storage systems. Annual storage systems are likely
to be economical only in multi-dwelling or industrial park designs. Such systems often require
expensive energy distribution networks and novel institutional arrangements related to ownership
and financing. In solar TES applications, the optimum energy storage duration is usually the one
that offers the final delivered thermal energy at minimum cost, when integrated with the collection
system and backup in the final application.

The economic justification for TES systems usually requires that the annualized capital and
operating costs be less than the annualized costs of primary generating equipment supplying the
same service loads and periods. TES is usually installed for two major reasons: (i) to lower initial
costs and (ii) to lower operating costs. Lower initial costs are usually possible when the thermal
load is of short duration and there is a long time gap before the load returns, because a small storage
is adequate in such instances. Secondary capital costs may also be lower for systems incorporating
TES. For example, the electrical service capacity can sometimes be reduced because energy demand
is lower.

In order to perform a comprehensive economic analysis of TES, the initial costs must be deter-
mined. Equipment costs can be obtained from relevant manufacturers, and estimates of installation
costs can be made. The cost savings and the net capital costs can be analyzed using the life-
cycle cost method, or other applicable methods, to determine which system is most suitable for a
given application.

Other items to be considered in TES economic analyses are space requirements and system
reliability, and the interface to the delivery system for the application. An optimal energy storage
application achieves a balance between maximizing the savings accrued in utility charges and
minimizing the initial cost of the installation needed to achieve the savings. Consequently,
the decision to install a storage system must be based on anticipated system loads, load
characteristics, and generating capacity mix for an extended period. Uncertainty about the
future economic outlook, life-style changes, and the availability of low-cost energy charging the
storage system may lead to differing investment decisions if alternative technical solutions are
feasible. These uncertainties may vary temporally and spatially. The technical characteristics of
alternative technologies for situations in which TES systems are potentially attractive may also
affect decisions.

In this chapter, TES systems and their applications are examined from an energy savings perspec-
tive, and possible energy-saving technologies are discussed in detail and highlighted with illustrative
case studies of actual systems.

5.2 TES and Energy Savings
TES systems are an important element of many energy-saving programs in a variety of sectors,
residential, commercial, industrial, and utility, as well as in the transportation sector.

TES can be employed to reduce energy consumption or to transfer an energy load from one
period to another. The consumption reduction can be achieved by storing excess thermal energy
that would normally be released as waste, such as heat produced by equipment and appliances, by
lighting, and even by occupants. Energy-load transfer can be achieved by storing energy at a given
time for later use, and can be applied to TES for either heating or cooling capacity.

The main objective of most TES systems, which is often to alter energy-use patterns so that
financial savings occur, can be achieved in several ways (Dincer et al., 1997a):
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• The consumption of purchased energy can be reduced by storing waste or surplus thermal energy
available at certain times for use at other times. For example, solar energy can be stored during
the day for heating at night.

• The demand of purchased electrical energy can be reduced by storing electrically produced
thermal energy during off-peak periods to meet the thermal loads that occur during high-demand
periods. There has been an increasing interest in the reduction of peak demand or transfer of
energy loads from high- to low-consumption periods. For example, an electric chiller can be used
to charge a chilled water storage system at night to reduce the electrical demand peaks usually
experienced during the day.

• The use of TES can defer the need to purchase additional equipment for heating, cooling, or air-
conditioning applications and reduce equipment sizing in new facilities. The relevant equipment
is operated when thermal loads are low to charge the TES, and energy is withdrawn from storage
to help meet the thermal loads that exceed equipment capacity.

Each of these points is discussed separately in the following three subsections

5.2.1 Utilization of Waste or Surplus Energy

If a TES system is installed and charged using waste heat otherwise released to the environment, and
if the energy is held and later used in place of added primary energy, overall energy consumption
is reduced. To be economically feasible, the cost of the replaced primary energy should exceed
the capitalization, maintenance, and operating costs of the TES system. The stored energy can in a
sense be considered free, since it would otherwise be lost.

Useful waste or surplus thermal energy is available from many sources. Some examples are
(i) hot or cold water drained to a sewer, (ii) hot flue gases, (iii) exhaust air streams, (iv) hot or
cold gases or waste gases, (v) heat collected from solar panels, (vi) ground source thermal energy,
(vii) heat rejected from the condenser of refrigeration and air-conditioning equipment, and (viii) the
cooling effect from the evaporator of a heat pump.

Many of the TES applications in this category are designed for load leveling rather than waste
energy recovery. The thermal energy stored is then in a higher grade rather than waste condition,
being drawn from the conversion equipment during periods of low end-use demand for thermal
energy. Such TES systems do not reduce energy use, and may actually cause it to increase because
of TES inefficiencies. For example, the overall energy consumption for a task supplied using a
storage, having an overall energy efficiency of 75%, will be one-third (i.e., 1/0.75 − 1) greater than
the energy consumption using a direct primary energy supply. The objectives of such systems are
clearly not to reduce energy consumption, but rather to either reduce costs or allow the displacement
of scarce fuels by more abundant fuels in an energy process.

Tomlinson and Kannberg (1990) point out that industrial production uses about one-third of the
total energy consumed in the United States, much of it as hydrocarbon fuels. Therefore, energy-
efficiency improvements in the industrial sector can have a substantial impact on national energy
consumption levels. TES represents an important option for improving industrial energy efficiency.
By storing and then using thermal energy that would otherwise be discharged in flue gases to the
environment, less purchased fuel is used, plant thermal emissions are reduced, and product costs
associated with fuel use are decreased. The following six industries, which account for approxi-
mately 80% of total US industrial energy use, have the highest potential for energy savings through
implementation of TES: aluminum, brick and ceramic, cement, food processing, iron and steel, and
paper and pulp. Most existing TES systems in an industry are found in iron and steel plants where
they are used as regenerators to preheat air to about 600 ◦C. Opportunities exist for the reclamation
of waste heat from stack gases in other industries as well. Estimates have shown that TES can
result in potential energy savings in US industries of as much as 3 EJ per year.

In general, TES can reduce the time or rate mismatch between energy supply and energy demand,
thereby playing a vital role in improved energy management. TES use can lead to savings of
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premium fuels and make a system more cost effective by reducing waste energy. TES can improve
the performance of thermal systems by smoothing loads and increasing reliability. Therefore, TES
systems are becoming increasingly important in many utility systems.

5.2.2 Reduction of Demand Charges

A major application of TES is to lower electrical demand and thus reduce electrical demand
charges. Reduction in demand charges is accomplished by eliminating or limiting electrical input
to electrically operated heating or cooling devices during the peak electrical demand periods for a
facility. The devices are operated before the peak occurs (e.g., overnight) to charge TES sys-
tems. During the peak demand period, the heating or cooling equipment does not operate or
operates at reduced levels, and the thermal loads are met with the heating or cooling capacity
of the storage.

The electrical source that powers the heating or cooling equipment can be shut off, or have
power limiters installed, to reduce electrical demand during the peak periods. A number of devices
can be energized and de-energized in accordance with TES operating strategies. Some examples
are equipment for building heating, cooling and air-conditioning, domestic water heating, process
heating and cooling, refrigeration, snow melting, drying, ice-making, and so on.

The fundamental purpose of cool storage is to provide a buffer between the chiller and the
building cooling load, thereby decoupling the chiller capacity and operating schedule from the
building load profile, leading to energy consumption and demand savings and economic benefits
through electrical load management. This application of TES can be beneficial in several ways,
regardless of the chiller energy source. In many practical applications, the intention is to maximize
the utilization of efficient base load generating plants and avoid the need for additional capacity.
The benefits often justify offering rate structures that favor load shifting and peak shaving, and
sometimes, financial incentives to reduce the cost of storage.

Figure 5.1 provides an example of daily load profiles for a building, with and without cool
storage. Figure 5.1(a) represents the case with no storage, and Figure 5.1(b) shows a full-storage
case. In the latter case, the TES provides enough storage capacity to meet the peak (i.e.,
9:00 a.m. to 9:00 p.m.) cooling load, shifting the entire electrical demand for cooling to off-peak
hours when there is little cooling load. This particular application achieves maximal benefits

1500 1500

1000 1000

500 500

0 0

12M 4 8

(a)

12N 4 8 12M

Building Load (kW) Building Load (kW)

Cooling

Cooling

Noncooling Noncooling

Time of day

12M 4 8

(b)

12N 4 8 12M

Time of day

Total

Total

Figure 5.1 Daily load profiles of a building energy load: (a) no storage and (b) full storage (Dincer
et al., 1997b)
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in terms of demand charge reduction and use of favorable off-peak rates, both of which lower
operating costs.

5.2.3 Deferring Equipment Purchases

The capacity of heating and cooling equipment is normally selected to match the part of the design-
day load when the requirements for heating and cooling are close to maximum. These peak design
loads occur for only short periods of time, resulting in excess capacity on average days. TES
systems take advantage of the difference between the peak and average thermal loads to provide
an opportunity to defer equipment purchases in a retrofit application, or reduce the equipment size
in a new installation.

For example, consider a building with an average cooling load of 500 kW and a peak cooling load
of 650 kW. The capacity of the existing chiller is 750 kW. A proposed expansion will increase the
average cooling load to 700 kW and the peak to 850 kW. The new average load could be satisfied
with the existing equipment, but the peak load could not be satisfied. An additional chiller with a
capacity of 100 kW is required, based on the conventional method. As an alternative to providing a
new chiller, a TES system could be incorporated to satisfy the peak cooling load. During off-peak
hours, when the thermal load is less than the capacity of the existing chiller, the chiller would
operate to maintain the desired building or process conditions, and excess capacity would be used
to charge a chilled-water TES system (or other cool TES). When the cooling load exceeds the chiller
capacity, chilled water would be drawn from storage. The benefits of the TES option can include
capital savings and reduced operating costs. The reduced operating costs result from limiting the
peak electrical load (and corresponding demand charge) to that required to provide only 750 kW
of cooling instead of 850 kW, and from having less chilling equipment to maintain. Note that in
either case the annual electrical consumption for cooling increases roughly in proportion to the new
cooling loads (Anon, 1985).

The technique illustrated in the above example can also be used in new facilities. Then, TES
permits the capacity of the thermal equipment to be selected closer to the average rather than the
peak condition.

5.3 Additional Energy Savings Considerations for TES
The complete assessment of a TES application in a given facility requires an appreciation of several
other criteria: energy requirements for heating, refrigeration and heat pump equipment, storage size
limitations, thermal load profiles, and optimization of conventional systems (Anon., 1985; Dincer
et al., 1997b). These topics are discussed in the following subsections.

5.3.1 Energy for Heating, Refrigeration, and Heat Pump Equipment

Electricity can be converted to thermal energy by electric resistance elements or by mechanical
means. In resistance heating systems, each unit of electricity (1 kWh) is converted to heat (1 kWh),
and the conversion efficiency is at or very near to 100%. Typical examples are electric baseboard
heaters, electric water heaters, and slab heating systems.

Where refrigeration and/or heat pump systems are used to produce heating and/or cooling, the
conversion efficiency, which is referred to as a coefficient of performance (COP), is normally greater
than 100%. Heat pump systems require a heat source, which can be the outdoor environment or
a waste heat stream. In many typical systems, the COP is approximately 3.5, where each unit of
electrical input (e.g., 1 kWh) to the equipment produces about 3.5 kWh of heating or cooling. For
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example, a refrigeration system with a COP of 3.5 producing cooling at a rate of 350 kW has
an electric power requirement of 100 kW (350 kWh/3.5). This behavior is important when TES
systems, which aim at demand reduction, are being considered. When existing systems are being
considered for conversion to TES arrangements, actual equipment COPs should be obtained from
the manufacturers. Note that high-efficiency heat pump and refrigeration systems can have COP
values in excess of 3.5.

Refrigeration system energy consumption per unit of cooling capacity increases as the
evaporator temperature is reduced and as the condenser temperature increases. Producing ice at
0 ◦C, therefore, requires more energy than producing chilled water at 4 ◦C. Conversely, a heat
pump requires more electrical power to produce hot water at 50 ◦C than at 35 ◦C. When the
temperature variations are minor, the variations in electrical consumption can be approximated as
negligible in many practical applications.

5.3.2 Storage Size Limitations

TES systems find application possibilities in a range of capacities, from only a few hours to
seasonal storage. An example of seasonal storage is the collection of solar energy available during
the summer for use in winter heating. Practical limitations such as space requirement and capital
cost often restrict TES schemes to storage durations of a few hours to a few days.

As an example of these difficulties, consider a building or process requiring 1000 kW of chilling
capacity for 900 h of full-load operation. For a TES, the annual cooling energy that must be stored
(ignoring losses) is 900 h × 1000 kW = 900,000 kWh. If ice is used as the storage medium, the
quantity of ice required is 9,720,000 kg or 9720 m3, since about 3 kg of ice is required to store 1 MJ
of cooling capacity. Assuming a perfect tank with no standby heat losses and no oversize margin, a
tank 2 m deep would cover an area the size of a football field. A water storage system would be at
least 10 times larger. Costs for such large systems are unacceptable. For reasons illustrated in this
example, greater attention has been paid in many instances to short term or diurnal TES systems,
especially latent heat TES systems using phase change materials (PCMs).

5.3.3 Thermal Load Profiles

When thermal loads fluctuate, the potential exists for storing thermal energy to meet later energy
requirements. Many buildings and units have load profiles conducive to TES.

Office buildings with low cooling requirements overnight and during the morning, and high cool-
ing demands in the late afternoon, exhibit the optimum profile for TES. Often, the air-conditioning
systems of these buildings are shut off at night. The combination of daytime part loads and night-
time shutdown provides the daily equivalent of 15–20 h when a chilled water storage could be
charged to meet the demand period.

Busy facilities, for example, hotels, hospitals, and industrial plants, are less likely candidates for
full-storage systems as their load profiles are flatter. Less time is, therefore, available for charging
the storage between the long cooling periods. However, these facilities are often suited to partial
TES and peak shaving systems. For example, the base thermal load may be met by a chiller, and
load peaks reduced using a combination of chiller and storage operation. In this case, the chiller
contributes to the peak electrical demand, but by a lower amount than without TES.

The return on capital investment for a TES system can be maximized by careful sizing of the
equipment. Often, compressor waste heat can be used for preheating domestic or process hot water.
This by-product utilization can further improve the economics of a system.

Weather also affects the thermal load profile of a building, and is consequently a major factor
in determining the feasibility of TES. Cooling storage is often advantageous in facilities where
the summer weather profile includes a limited number of peak demand days and large temperature
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variations during a given 24-h period. Where TES for heating is considered, a minimum of 2200
degree days below 18 ◦C are usually required to make the project viable (Dincer et al., 1997b).

5.3.4 Optimization of Conventional Systems

Existing heating and cooling systems should be upgraded where possible and properly main-
tained to reduce energy inefficiencies before implementing an active TES system. When reviewing
conventional systems, the possibility of heat recovery from exhaust streams should be considered,
for example, from boiler flue gases. The possibility of changing from batch to continuous industrial
processes should also be examined so that direct heat recovery, without intermediate TES, can be
used. This mode of operation often results in more effective heat recovery, no standby thermal
losses, and reduced capital expenditure.

Control flexibility is an important tool for optimizing building TES systems, because exact
operating modes and schedules vary continuously and are difficult to predict accurately. Systems
designed either with manual control or with state-of-the-art computerized controls can be equally
effective, provided system operation can be readily adjusted to meet actual site conditions.

Monitoring of TES system operation is required to track system performance and to identify
operating problems and potential areas for future improvements. Small systems can be monitored
with standard meters, gauges, and manual entry logs. Electronic instrumentation and control systems
with automatic data logging, trend analysis, and other features are generally used in larger systems.

5.4 Energy Conservation with TES: Planning and Implementation
TES plays an important role in many energy conservation initiatives. In processes with large energy
wastes, energy storage can result in a saving of fuels.

Energy may be stored in many ways, for example, mechanical and chemical energy storage.
However, since in many economies, energy is produced and transferred as heat, the potential benefits
of TES in energy conservation warrant detailed study. Thermal energy can be stored by cooling,
heating, melting, solidifying, or vaporizing a material, the thermal energy becoming available when
the process is reversed. Thermal storage by causing a rise or drop in material temperature is called
sensible heat storage. Its effectiveness depends on the specific heat of the material and, if volume
is important, the density of the storage material. Storage by phase change (solid to liquid or liquid
to vapor) with no change in temperature is known as latent heat storage. Short-term storage is
often used to manage peak power loads of a few hours to all day long in order to reduce the sizing
of systems and/or to take advantage of the daily structure of energy tariffs. Long-term storage is
possible when seasonal energy loads can be transferred over periods of weeks to several months,
to cover seasonal needs. This type of storage is also called seasonal storage.

TES has a significant role to play in energy conservation efforts, and the following are the main
steps in implementing an energy conservation strategy involving TES:

1. Defining the main direct goals. It is important to start by identifying clearly the goals of
the project in a systematic way. This step should use an organized framework that facilitates
deciding priorities and identifying the resources needed to achieve the goals.

2. Identifying community goals. Community priorities and issues involving energy use, energy
conservation, the environment, and other local issues should be identified. Also, the institutional
structures and barriers, and financial instruments should be identified.

3. Scanning the environment. The main objective in this step is to develop a clear picture of the
community and to identify energy- and resource-related problems facing the community and its
electrical and gas utilities, the existing organizational structures, and base data for evaluating the
future progress of the program. Communication with local and international financial institutions,
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project developers, and bilateral aid agencies can help capture new initiatives and explain lessons
learned and viewpoints on problems and potential solutions.

4. Increasing public awareness. Governments can increase potential customers’ awareness and
acceptance of energy conservation programs by entering into performance contracts for govern-
ment activities and publicizing the results. Also, international workshops to share experiences
help to overcome the initial barrier of unfamiliarity in countries where TES applications have
not been introduced.

5. Building community support. Obtaining the participation and support of local industries and
public communities for an initiative requires understanding the nature of conflicts and barriers
between given goals and local stakeholders, improving information flows, promoting education
and advice activities, identifying institutional barriers, and involving a broad spectrum of citizen
and government agencies.

6. Analyzing information. This step includes defining available options and comparing possible
options in terms of factors, for example, program implementation costs, funding availability,
utility capital deferral, potential for energy efficiency, compatibility with community goals,
environmental benefits, and so on.

7. Adopting policies and strategies. High-priority projects need to be identified through
approaches that are the best for the community. The decision process should evaluate options
in terms of savings in energy costs, generation of businesses and tax revenues, and the number
of jobs created, as well as their contribution to energy sustainability and other community and
environmental goals.

8. Developing the plan. A specific plan of measures and activities should be developed. Once the
draft plan has been adopted, it is important for the community to review it and comment on it.
The public consultation process may vary, but a high level of approval should be sought.

9. Implementing future programs. This step involves deciding which future programs to con-
centrate on, with long-term aims being preferred over short-term aims. The options that have
the greatest impact should be focused on, and all details defined. Potential financial resources
need to be identified to implement the programs.

10. Evaluating success. The final stage involves evaluating and assessing how well the strategy
performs, and helps detect its strengths and weaknesses and determine who is benefiting from it.

5.5 Some Limitations on Increased Efficiency
In terms of increased energy efficiency, there are a number of theoretical and practical limitations
that apply to TES as well as to other processes.

5.5.1 Practical and Theoretical Limitations

The contributions that increased energy efficiency can make toward sustainable development are
theoretically limited, because there exists a limit on the maximum efficiency attainable for any
process. Such limitations are a consequence of the laws of thermodynamics (Moran, 1989). This
concept, when applied to TES, implies that an ideal storage is one in which all of the input energy is
restored after storage with no degradation of quality (i.e., temperature) and with complete recovery
of energy used to drive the process (e.g., electricity to pumps).

In conventional engineering, the goal when selecting energy sources and utilization processes
is not to achieve maximum efficiency. Rather, the goal is to achieve an optimal trade-off between
efficiency and such factors as economics, sustainability, environmental impact, safety, and societal
and political acceptability. Consideration of these factors leads to practical limitations on increased
energy efficiency. For energy efficiency to have an increased contribution toward sustainable devel-
opment, the position of the optimum among these factors will have to shift toward increased energy
utilization efficiency (while recognizing the theoretical limitations on increased energy efficiency).
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To assess the potential of increased energy efficiency as a measure for promoting sustainable
development, the limits imposed by the existence of maximum theoretical energy efficiencies must
be clearly understood. Lack of clarity on this issue has, in the past, often led to confusion and
misunderstanding. Part of the reason for this problem is that conventional energy analysis often
does not evaluate efficiencies as a measure of how nearly the performance of a process approaches
the ideal, or maximum possible. The difficulties inherent in energy analysis are in part attributable
to the fact that such an analysis methodology considers only energy quantities, and ignores energy
quality and the fact that energy quality is continually degraded during processes. Here, higher
quality energy forms are taken to be those that can be used for a wider range of tasks; for example,
high-temperature steam is more useful than lower temperature steam as the hotter steam can satisfy
all the heating uses of the lower temperature steam and more.

5.5.2 Efficiency Limitations and Exergy

One way to deal with energy forms of different qualities is to consider exergy. The exergy of
a quantity of energy or a substance is a measure of its usefulness or quality, or a measure of
its potential to cause change. Exergy analysis has recently been proposed by many scientists and
engineers as a technique for thermodynamic assessment that overcomes most, if not all, of the
problems associated with energy analysis (e.g., Moran, 1989; Rosen and Dincer, 1997a; 1997b).
In practice, the authors feel that a thorough understanding of exergy and how exergy analysis can
provide insights into the efficiency and performance of energy systems is required for the engineer
or scientist working in the area of energy systems and the environment.

As environmental concerns such as pollution, ozone depletion, and global climate change became
major issues in the 1980s, environmental concerns come to represent another factor related to
efficiency limit. Consequently, interest developed in the link between energy utilization and the
environment. Since then, there has been increasing attention to this linkage. Many scientists and
engineers suggest that the impact of energy-resource utilization on the environment is best addressed
by considering exergy. Exergy appears to be an effective measure of the potential of a substance
to impact the environment. Although many studies exist concerning the close relationship between
energy and the environment, there have been limited works on the link between exergy and envi-
ronment concepts (Rosen and Dincer, 1996; 1997a).

Another use of exergy in TES work is in comparisons. TES systems have been investigated
and applied for many years. These experiences have shown that although many technically and
economically successful TES systems exist, no broadly valid basis for comparing the achieved
performance of one storage with that of another operating under different conditions has found
general acceptance. The development of such a basis for comparison has been receiving increasing
attention, especially using exergy methods. Exergy analysis, which is identified as one of the most
powerful ways of evaluating the thermal performance of TES systems, is based primarily on the
second law of thermodynamics, as compared to energy analysis, which is based on the first law,
and takes into account the quality of the energy transferred.

5.6 Energy Savings for Cold TES
In a TES for cooling capacity, “cold” is stored in a thermal storage mass. As shown in Figure 5.2,
the storage can be incorporated in an air-conditioning or cooling system in a building. In most
conventional cooling systems, there are two major components (Dincer and Rosen, 2001):

• a chiller – to cool a fluid such as water, and
• a distribution system – to transport the cold fluid from the chiller to where it cools air for the

building occupants.
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Figure 5.2 Representation of two cooling TES systems for buildings: (a) with no storage and (b) with storage

In conventional systems, the chiller operates only when the building occupants require cold air.
In a cooling system incorporating TES, the chiller also operates at times other than when the cooling
is needed.

During the past two decades, much TES technology, especially cold storage, has matured and is
now accepted by many as a proven energy conservation technology. However, the predicted payback
period of a potential cold storage installation is often not sufficiently attractive to give it priority
over other energy-efficient technologies. This determination is often made, because full advantage
is not made of the many potential benefits of cold storage, or because the cold storage sizing is not
optimized. Some recommendations for optimizing the payback period of cold TES systems follow.

For new facilities, cold storage should be carefully integrated into the overall building and its
energy systems so that full advantage is taken of the potential benefits of cold TES, including

• reduced pipe and pump sizes for chilled water distribution;
• reduced duct and fan sizes for low-temperature air distribution;
• reduced operating and maintenance costs;
• reduced electricity consumption and therefore energy costs; and
• increased flexibility of operation.

Smaller chiller and electrical systems lead to initial cost advantages. The sizing of the cold
storage system should be optimized, as opposed to the typical process of considering full storage
and one or two levels of partial storage versus a conventional system. A practical method to assist
in determining the optimum system size should be developed. Also, the value should be accounted
for of the gain in usable building space due to less space being required for mechanical system
components when cold TES is used.

For existing facilities, potential advantages of cold TES that should be evaluated include

• modifying the existing chillers to make ice versus the purchase of a new machine;
• using spare chiller capacity by adding a cold TES system;
• using cold storage to increase cooling capacity in situations where chiller and electrical service

capacity are fully utilized;
• sizing the cold storage system optimally as opposed to taking the best of only a few options; and
• using available low-temperature air and water to advantage through “free cooling,” where

practical.

In summary, a cold TES system can benefit users in three ways:

• Lower electricity rates. With cold TES, chillers can operate at night to meet the daytime cooling
needs, taking advantage of lower off-peak electricity consumption rates.
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• Lower demand charges. Many commercial customers pay a monthly electrical demand charge
based on the largest amount of electricity used during any 30-min period of the month. Cold TES
reduces peak demands by shifting some of those demands to off-peak periods. Furthermore, some
utilities provide a rebate for shifting electrical demand to nighttime or other off-peak periods.

• Lower air-conditioning system and compressor costs. Without cold TES, large compressors
capable of meeting peak cooling demands are needed, whereas smaller and less expensive units
are sufficient when cold TES is used. Also, since water from a cold TES may be colder than
conventional chilled water, smaller pipes, pumps, and air handlers may be integrated into the
building design to reduce costs further.

5.6.1 Economic Aspects of TES Systems for Cooling Capacity

TES-based systems are usually economically justifiable when the annualized capital and operating
costs are less than those for primary generating equipment supplying the same service loads and
periods. TES is mainly installed to lower initial costs of the other plant components and operating
costs. Initial equipment costs are usually lower when intervals between periods of energy demand
are large. Secondary capital costs may also be lower for TES-based systems. For example, the
electrical service equipment size can sometimes be reduced when energy demand is lowered.

In complete economic analyses of systems including and not including TES, the initial equip-
ment and installation costs must be determined, usually from manufacturers, or else they must
be estimated. Operating cost savings and the net overall costs should be assessed using life-cycle
costing or other suitable methods to determine which system is the most beneficial.

Utilizing TES can enhance the economic competitiveness of both energy suppliers and building
owners. For example, one study for California indicates that, assuming 20% statewide market
penetration of TES, the following financial benefits can be achieved in the state (CEC, 1996):

• For energy suppliers, TES leads to lower generating equipment costs (30 to 50% lower to
serve air-conditioning loads), reduced financing requirements (US$1–2 billion), and improved
customer retention.

• For building owners statewide, TES leads to lower energy costs (over one-half billion US dollars
annually), increased property values (US$5 billion), increased financing capability (US$3–4
billion), and increased revenues.

5.6.2 Energy Savings by Cold TES

Cold TES has been shown to be able to reduce building cooling costs, which can be significant.
Stored cooling capacity can be used either to meet the total air-conditioning load so that chillers
remain off during the day, or to supplement the chiller so that it only has to satisfy part of the load.

Numerous cities throughout the world, including many in the United States, are faced with
increasingly high energy costs. Often, these costs are in large part due to electrical demand charges in
addition to energy consumption costs. Many electrical utilities experience difficulties in maintaining
sufficient capacity to meet the peak customer demand while at the same time supplying reasonably
priced electricity. One way to defer or avoid the construction of new power plants is to level local
electrical loads over time. Such leveling can be achieved in part by shifting the electrical loads in
buildings due to heating, ventilating, and air-conditioning equipment to periods of lower overall
electrical usage. This load shifting can be accomplished by applying TES technologies, and utility
companies and governments in many countries offer incentives to encourage such uses of TES.

Strong interest in TES systems for commercial buildings led the Air-Conditioning and Refriger-
ation Institute (ARI) in the United States to establish in May 1997 a new product section, Thermal
Storage Equipment, to promote the attributes of TES and to develop a standard for rating the
efficiency of TES equipment. Members of the product section have identified many TES case
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studies illustrating the technical impacts and financial benefits of TES use. The ARI is the national
trade association representing manufacturers of more than 90% of United States, which produce
central air-conditioning and commercial refrigeration equipment.

Energy-Saving Strategies for Cold TES

Three basic strategies are typically employed for reducing peak electricity use with TES, as shown
in Figure 5.3: full, near-full, and partial storage. With full storage, the chiller and storage tank are
sized so that the chiller does not run during the peak hours even on the hottest days, while with
partial storage that equipment is downsized and the smaller chiller runs continuously on hot days.
Thus full storage allows electricity costs to be lowered significantly, while partial storage reduces
TES system capital costs. To achieve some of the benefits of both modes of operation, one can also
utilize a near-full storage strategy, in which the chiller runs at a reduced level during peak hours.

With these strategies, five major types of TES system are usually utilized, as shown in Table 5.1.
The first type, which uses chilled water as the storage medium, has the advantage of being com-
patible with existing chillers, and is usually more efficient than the other types. However, this
TES type requires larger storage tanks than the other types, which use different storage media.
The second type of TES, which uses a “eutectic salt” water solution as the storage medium, stores
cooling capacity by freezing the storage solution at a temperature typically near 8.3 ◦C. The main
advantages of this TES type are that (i) by storing cold through a phase change (freezing), tanks
smaller than that used for chilled water are required, and (ii) by freezing at 8.3 ◦C, standard chillers
producing 5 ◦C chilled water in commercial facilities can be used. The main disadvantage is that the
tank typically cools the water for the distribution system to only 8.5–10 ◦C, which accomplishes
less building dehumidification and requires more pumping energy.

The last three types in Table 5.1 have ice as the storage medium, and differ in how the “cold”
from the ice is distributed throughout the building. Before the differences in the distribution sys-
tems are considered, the features of their common components (ice storage and chiller) are taken
into consideration.

The main advantage of ice storage is compactness, which can be a significant benefit where space
is a premium, as ice tanks often are 10 to 20% of the size of comparable chilled water tanks, and 30
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Figure 5.3 Comparison of conventional and cold TES systems for electricity use
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Table 5.1 Major types of TES cooling systems

Chiller Storage Distribution

Conventional Chilled water Conventional water
Conventional Eutectic salt/water solution Conventional water
Ice-making Ice Conventional water
Ice-making Ice Cold air
Ice-making Ice Unitary (Rooftop) l

Source: CEC (1996).

to 50% of the size of eutectic salt tanks. Additional benefits of ice storage systems, when used with
cold air or rooftop distribution systems, are increased dehumidification and fan energy savings.
The major disadvantage of ice systems is that they are not compatible with most conventional
chillers that use cold water, and so ice-making chillers must be used, which use more electricity
than conventional water chillers because of the lower temperatures required to freeze water.

Although ice storage systems can be used with conventional chilled-water distribution systems,
they are particularly beneficial when the distribution system (fans and ducts) is designed to take
advantage of the lower temperatures available to produce cold air, and correspondingly downsized.
The benefits of such downsizing include lower distribution-system initial costs, lower distribution-
system energy use for fans and pumps (by 40% or more), and smaller duct passages, which can
mean lower floor-to-floor heights in buildings, allowing architects to design additional floors without
increasing building height, and lower net costs per unit area of floor space.

The first four TES types listed in Table 5.1 are used mostly with typical chilled-water distribution
systems in larger buildings. The last type is used with unitary systems, including those used in
typical single-family residences having an outdoor condensing unit and indoor coil as well as gas
or electric heating, or having heat pumps and related air handlers. Unitary systems also include
single-package systems that are roof mounted on low-rise commercial buildings and, in certain
geographical locations, some residences. These unitary systems use a “direct-expansion” process
in which the refrigerant, not chilled water, cools the air that is delivered directly to the structure.
Unitary systems are typically small, air cooled, and not as efficient as most of the water-cooled
chilled water systems used in larger buildings. Because of their lower efficiencies, air-cooled unitary
systems may undergo significant improvement efforts in the near future.

Analysis of TES Savings

A major focus of this study is on determining the increase or decrease in energy use and demand due
to TES. TES generally reduces the fuel or energy required and changes the time at which electricity
is used. In order to quantify the source energy impact of TES and to calculate the source energy
savings, the incremental energy method (or marginal plant method) can be used (CEC, 1996). The
incremental energy method is consistent with evaluation methods for several TES programs. In
this method, decisions about which resource to use are based on how the costs of providing power
change for a marginal or incremental change in electricity use from current levels. Many believe
that marginal costs should be used in the design of electric rates so that they lead energy users to
utilize energy resources prudently.

Following these concepts, a standard practice methodology (SPM) is commonly used for eval-
uating the cost effectiveness of both new supply resources and demand-side management (DSM)
measures (CEC, 1996). DSM measures include programs for energy efficiency (often aimed at
reducing electrical energy use) and load management (primarily aimed at reducing electrical peak
demand), and are often considered as a special type of supply-side resources in resource planning
decisions. The SPM evaluates DSM programs by comparing electrical energy and demand savings
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to the marginal costs for providing those quantities. This methodology has gained international
acceptance as a rational way to evaluate DSM programs – including TES. With the SPM approach,
DSM program saving can be expressed as follows:

D =
n∑

i=1

[(kWh savings)i (marginal cost of kWh)i] +
n∑

i=1

(kWh savings) (5.1)

where n denotes the number of time periods in the program. In other words, DSM program cost
savings are evaluated by determining the energy consumption and demand savings in each of n

time periods, multiplying each of those savings by the marginal costs for that time period, and then
summing the cost savings over all time periods. Using the SPM, the year can be divided into n time
periods, each with different marginal costs (for both kW and kWh). Note that utility companies
often define the summer peak period as working weekdays from noon to 6:00 p.m., and that the
winter peak period is much less dominant than the summer peak in determining new (marginal)
capacity decisions.

The “marginal electrical energy cost” (in $/kWh), referred to in Equation 5.1 as “the marginal
cost of a kWh,” for a time period equals the cost of fuel (in $/kWh) multiplied by the average heat
rate (or the incremental energy rate R). Thus, R can be expressed (in kWh fuel/kWh electricity):

R = marginal electrical energy cost ($/kWh)/marginal cost of plant’s fuel ($/kWh) (5.2)

Equation 5.2 can be substituted into the energy terms in Equation 5.1, after dividing all marginal
energy cost terms in Equation 5.1 by the marginal fuel cost, to develop an expression for source
energy savings:

DS =
n∑

i=1

[(kWh savings)iRi] (5.3)

When evaluating source energy savings with Equation 5.3 or other benefits of TES, care should
be taken to account appropriately for the difference between utility source energy use (i.e., fuel
used at the power plant to generate electricity), the electricity generated at the power plant, and the
electrical energy provided to the user site. While transferring electricity over power lines from the
power plant to the user, energy is lost because of resistance in the power lines (line losses). Line
losses are often neglected even though they are sometimes significant (e.g., 10%). Of particular
significance in TES assessments are the facts that line losses vary temporally, being greater when
the lines are more fully loaded and when the ambient temperature is higher. Thus, line losses are
often higher during summer peak hours, so TES can reduce energy use by shifting electricity use
to times of lower line losses.

Assessments do not always account for line losses as utilities are concerned about marginal costs
sometimes at the power plant (or generation) level, and at other times at the user site (or distribution)
level. When evaluating the marginal energy cost M at the distribution level, the generation-level
marginal costs are increased to reflect the line losses to the distribution level, as follows:

M($/kWh at site) = MFP × R × LLF (5.4)

where MFP is the fuel marginal price at the power plant (in $/kWh of fuel) and LLF is the line loss
factor, evaluated as the ratio of kWh electric exiting the power plant to the kWh electric delivered
to the site.

Finally, the TES-derived source energy savings T can be determined considering all assessment
periods and accounting for line losses as

T =
n∑

i=1

[(kWh electric savings)i × Ri × LLFi ] (5.5)
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An alternate method that air-conditioning engineers can use to characterize this information
involves evaluating the fractional source energy savings due to TES. This fraction can be
calculated as

FTES = FES × FEST (5.6)

where FTES is fractional source energy savings due to TES for the annual cooling load, FES is
fractional source energy savings per kWh electric shifted, and FEST is the fraction of the annual
kWh electric shifted by TES.

In Equation 5.6, the second term on the right-hand side varies with the TES system, typically
ranging from about 0.40 for hospitals with partial storage systems to about 0.65 for office buildings
with full-storage systems (CEC, 1996).

5.6.3 Case Studies for TES Energy Savings

Thousands of cold TES systems have been operating in the world, particularly in developed coun-
tries, for years in hospitals, public and private schools, universities, airports, government facilities
and private office buildings, and in industrial process cooling applications. Described below are
several case studies reported by the IEA-HPC (1994), OECD (1995), CEC (1996), ARI (1997),
Mathaudhu (1999), and Dincer and Rosen (2001), which demonstrate how TES systems provide
energy savings and reduce the environmental impact, and which illustrate some clever applications
of TES equipment in new buildings to reduce initial costs. In this section, several examples are
given to illustrate the energy savings achievable through TES.

TES Energy Conservation Project (California, USA)

This case study considers a project incorporating TES and other energy conservation features into
systems for using electricity and water and into the design of the building envelope. The TES project
was applied to a Center in California, USA. The Center’s major areas include a central operations
control center and computer room (which operate throughout the day), administrative and engineer-
ing offices, and clerical and conference rooms (all of which have 10 hours per day operation). To
comply with California State energy efficiency standards, packaged rooftop heat pump units were
selected for the base mechanical system. A 20-year life-cycle analysis was performed to review
alternate mechanical systems using a variable-air-volume (VAV) system with electric reheat; with
shut-off VAV boxes; and with fan-powered VAV boxes. This analysis determined that fan-powered
VAV boxes with electric reheat using an air-cooled chiller were the most cost effective, with a
5.5-year payback period.

At the design stage, the client requested a study to consider incorporating a TES system. The
selected system consisted of a fan-powered, variable-volume system with electric reheat, low-
temperature supply air (6 ◦C), a chilled water plant, air handlers with variable speed drives, and ice
storage tanks. This system resulted in 30% greater energy savings than mandated by the California
State Energy Efficiency Standards and ANSI/ASHRAE/IESNA Standard 90.1.

Designing the HVAC system for the building (Figure 5.4) efficiently is considered a challenge
because of the constant fluctuation in the number of people present (50 to 370). Some of the areas
have 24-h occupancy, and many employees are dispatched to the field after coming to work in the
morning and then meet at the end of the day for reporting.

In this application, seven thermal ice storage tanks, with a total capacity of 1330 ton-hours,
provide 1095 ton-hours of full-load off-peak cooling. Other energy conservation measures used to
increase efficiency include the following (Mathaudhu, 1999):

• Low-temperature air supply at 6 ◦C is used instead of conventional air supply at 13 ◦C to help
reduce the supply fan size from 20,760 L/s to 14,745 L/s.
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Figure 5.4 Custom-built unit and sensible ice storage tanks (a) and custom-built unit layout (b) (Reprinted
from Mathaudhu (1999) by permission of ASHRAE)

• Variable speed drives are provided for supply, return/relief, and outside air fans. All air-handling
unit fans and pumps have high-efficiency motors. The outside air fan speed is controlled by CO2

sensors located in the main return-air duct.
• Fan-powered VAV boxes mix filtered plenum air with primary air supplied at 6 ◦C. Addi-

tional heating requirements are provided by three-stage electric heaters in VAV boxes. The
secondary fan in the VAV box has a variable-speed controller to fine-tune the plenum air quantity
for recirculation.

• A direct digital control energy management system helps optimize the system operation.
• A high-efficiency heat pump unit maintains comfort level after normal operating hours in the

evenings, on weekends and holidays, and for the continuously occupied central control room.
• An evaporative condenser is used rather than a cooling tower to increase system efficiency.

Further, energy conservation features include R-19 wall insulation, R-30 roof insulation, low-
emissivity glass windows, high-efficiency T-8 lamps, daylight sensors, occupancy light sensors,
skylights, and low-water-consumption plumbing fixtures and metering faucets.

Locating the air-handling unit, chiller, pumps, and cooling tower became a challenge, because
the architect had counted on the HVAC system being packaged rooftop heat pump units, and had
not planned for the additional space. The installed cost for all of the central plant equipment with an
architectural enclosure, but excluding the energy management controls, was over budget by at least
$130,000. An alternate plan including a custom unit to house all the equipment was determined
to be more cost effective. The unit would be factory-piped and wired with a complete energy
management control system. The custom unit consists of a supply fan (plug type), a return/relief
fan (plug type), minimum outside air fan (FC fan), prefilters and high-efficiency filters, two multiple-
stage reciprocating compressors, evaporative condenser cooler, variable speed drives for supply,
return/relief, and outside air fans, water/glycol circulating pumps, and a control room with complete
direct digital control panels and a computer. The control room within the custom unit is designed
to be accessible at all times so that clients can observe the system operation. This control room is
cooled by a through-the-wall air conditioner that is factory-mounted on the common wall to the
evaporative condenser area and the control room.

Although the application of packaged roof-mounted heat pumps would have been the least costly
option for installation, the client preferred using a chiller system with a VAV system. Therefore,
this system was used as the base case. For the TES system, the time-of-use load leveling strategy
provided a payback period of 3.5 years. The time-of-use peak-hour shift option provided a payback
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period of 7.8 years, and the time-of-use mid- and peak-hour shift provided a payback period of
17.7 years, compared to the conventional base case of off-peak cooling. A 20-year life-cycle analysis
was used to project these payback periods. The client chose to use the time-of-use peak-hour shift
strategy. The supply air temperature of 6 ◦C helped reduce the sizes and related costs for the supply
fan, return fan, air-distribution duct, duct insulation, fan motors, and variable frequency drives,
resulting in about $56,000 savings per year. The custom air-handler/chiller system helped reduce
mechanical central plant costs by about $150,000, to $550,000 from $700,000.

The seven thermal ice storage tanks (Figure 5.4) provide the flexibility to isolate a tank in case
of any failure and still provide over 85% off-peak cooling. The system installed in the facility has
demonstrated overall a high level of occupant comfort, while proving itself as an energy-efficient
and cost-efficient choice. On the basis of data for building operation for almost 3 years (in the
late 1990s), its performance was observed to be slightly better than projected. In other words, the
study predicted annual electrical consumption of 623,400 kWh, while the actual value observed was
566,900 kWh.

California Energy Commission’s TES Program (California, USA)

In this section, we consider the California Energy Commission’s “Opportunity Technology Com-
mercialization (OTCOM)” program to increase the market penetration of energy technologies such
as TES that offer, among other factors, significant energy benefits. OTCOM’s TES Systems Collabo-
rative Program Commission requested an analysis of the source energy (power plant fuel) savings of
electric TES systems in California and of other TES impacts. Besides environmental and economic
development benefits, the study identified significant potential for energy savings. In many Califor-
nia TES installations, 40–80% of the annual electricity used for air-conditioning can be shifted from
day to night, yielding source energy savings per kWh shifted ranging from 12–43%, depending on
the estimation method employed. The results predicted that if TES achieves 20% market penetra-
tion by the year 2005, enough source energy would be saved from load shifting (ignoring energy
impacts) to supply the energy needs of over a fifth of all new air-conditioning growth projected by
the Commission during the next decade. When the site energy savings are combined with the TES
source energy savings from shifting load noted above, TES can achieve even greater energy savings.
Again, assuming 20% market penetration by 2005, TES was predicted to be able to, in total, save
enough energy to supply over a third of the new air-conditioning load projected by the Commission.
Of course, the source energy savings for a particular TES system in a particular building depend
on a number of factors that are related to the system and its environment (CEC, 1996).

Anova Verzekering Co. Building (Amersfoort, The Netherlands)

This relatively recent TES provided energy savings and reductions in pollutant emissions (Table 5.2).
In the application, a groundwater aquifer TES system was installed as part of a space-conditioning
unit in a newly renovated office building of Anova Verzekering Co. An electric heat pump is used
to supply hydronic heating and cooling. Accounting for the subsidy of US$212,000 received from
the Dutch government, which is equivalent to 20% of the total initial system costs, the reduced
energy costs due to TES are expected to lead to a payback period of 6.5 years for the additional
investment costs due to TES. In the case study, primary energy consumption decreases because of
TES by over 40%, even though electricity use increases.

City of Saarbrucken (Saarbrucken, Germany)

The city of Saarbrucken, Germany, implemented a strategy in the 1980s to reduce energy con-
sumption through seasonal TES, district heating, and by increasing the use of renewable energy
(e.g., solar thermal, solar photovoltaic energy, and small hydropower). Between 1980 and 1990, the
city achieved significant energy use savings, including a 15% reduction in overall heating demand
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Table 5.2 Annual energy savings and emission reductions for the case studya

Commodity Conventional TES-based Reduction for
system system TES-based system

Consumptions
Natural gas (m3) 215,800 95,500 120,300 (56%)
Electricity (kWh) 395,550 511,500 −84,000 (−21%)
Primary energy (m3)b 322,000 179,000 143,000 (44%)

aAdapted from IEA-HPC (1994), where further details are available.
bPrimary energy is calculated as the equivalent amount of natural gas on the basis of
the assumption that 0.25 m3 gas is used in the generation of 1 kWh of electricity.

and a 45% reduction in heating consumption for the municipal buildings. Some of the energy
savings resulting from this successful energy program are attributable to TES (OECD, 1995).

Kraft General Foods Headquarters Building (Northfield, Illinois, USA)

All daytime air-conditioning loads are presently being met at this facility by melting ice that is
made and stored overnight. It is anticipated that additional loads from future expansion will be met
by operating some of the chillers during the day as well as at night. The building was designed
to pump 2.2 ◦C water to the air-handling units, which in turn provide 7.2 ◦C air to the building.
These temperatures, which are lower than that required for non-TES-based systems, permit the use
of smaller pipes, pumps, air-handling units, and ductwork, resulting in lower initial capital costs
for the system. Annual electric bills for this building are nearly US$200,000 lower than that for an
almost identical building just three miles away, which does not use a TES system.

Chrysler Motors Technology Development Center (Auburn Hills, Michigan, USA)

Since opening in 1990, the Chrysler Motors Corporation’s new technology development center has
achieved both equipment and operating cost savings by using a 68,000 ton-hour chilled-water TES
system. The TES capacity allowed the center’s chiller plant to be downsized from 17,710 tons,
which would have been needed to meet peak cooling loads, to 11,385 tons. Chilled water is stored
in the TES system at night and supplements chiller operation during peak cooling conditions the
following day. Reduced chiller costs more than offset the cost of the TES installation, resulting
in initial savings of US$3.6 million. In addition, the TES system shifts over 5000 kW of peak
electrical demand to off-peak periods, saving over US$1 million per year.

San Francisco Marriott Hotel (San Francisco, California, USA)

Using a TES system in tandem with a real-time pricing strategy from the local utility, this hotel
is expected to save US$135,000 in annual cooling costs. Only 1800 ton-hours of ice storage are
needed, enough to satisfy the 450 ton cooling load during the daily peak-rate time period, which
lasts only 2 to 3 h under the real-time pricing schedule. Over one-third of the installed cost of the
TES system will be covered by a rebate from the utility; the rest is expected to be recouped in less
than two years of operation.

Texas A&M University (Corpus Christi, Texas, USA)

In August 1997, the Central Power & Light (CPL) Co. presented Texas A&M University-Corpus
Christi with a US$431,800 incentive award for the university’s participation in a TES program that
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is resulting in substantial energy savings. The university system uses the bulk of its electricity during
off-peak evening hours, allowing CPL to shift some of its electric load from peak usage times and to
share the annual cost savings of up to US$150,000 with the university. Texas A&M-Corpus Christi
invested approximately US$900,000 to purchase and install the TES equipment, which became
operational in January 1995, and was predicted to recover that cost through energy savings within
five years. The US$431,800 incentive includes US$20,400 for installing high-efficiency equipment
for cooling and heating the campus. The remaining incentive was provided through CPL’s energy
efficiency program, wherein the university was offered US$200 for every kW of electricity load
shift from CPL’s peak daytime load to off-peak evening hours. The university reduced electric
peak demand by approximately 2057 kW, earning a US$411,400 incentive. CPL worked with the
university to install an 11,800 ton-hour thermal storage system with a water storage capacity of
5300 m3. The university also installed a 500-ton industrial heat pump for heating, which CPL
estimated, would save the university approximately US$90,000 annually in energy costs. The heat
pump captures waste heat from the university’s 3000-ton chiller plant, and recirculates it into areas
of the campus needing heating. The TES tank stores chilled water, which is produced by the
conventional air-conditioning system during the night, and is then used to cool buildings during
the day, when the highest demand is placed on the air-conditioning system.

Gillette Capital Corporation (Gaithersburg, Maryland, USA)

The addition of 1050 ton-hours of latent ice storage to this facility in August 1994 saved the building
owners both initial system costs and subsequent operating expenses. The project cost just over
US$121,000, with 57% of this expense paid for by utility incentives, including a US$350 per kW
demand-reduction rebate. An air-cooled reciprocating chiller was originally used to cool the 5760 m2

building, with the chiller operating 14–15 hours per day during the hottest summer months. With
the full-storage system, the cooling load from 8:00 a.m. to 5:30 p.m. is now supplied by ice alone,
with the chiller normally running only 5 h during the night to replenish the ice supply. The peak
electrical load during the four-month summer peak period is reduced by 198 kW, avoiding the
US$12.95 per kW demand charge, and resulting in over US$2500 in monthly operating savings.
Accounting for initial financial incentives as well as operating savings, a simple payback period of
3.5 years is expected for the TES system.

Miller Electric Company (Appleton, Wisconsin, USA)

In 1990, this industrial manufacturer of welding equipment converted its cooling system from
once-through well-water coolers and conventional rooftop direct-expansion units to ice thermal
storage. Conversion eliminated the owner’s concerns with the high sewer costs associated with the
well-water units and the pending phase-out of the chlorofluorocarbons (CFCs) used in the direct-
expansion units. The 46,450 m2 of conditioned space has an air-conditioning peak design capacity
of 3000 t. The cooling load is handled by 1380 t of ice harvesting equipment using ammonia as
the refrigerant and operating on a weekly load-shift strategy in which ice is made only during the
off-peak weekend and weeknight hours. The owner received a US$905,000 rebate from the local
electric utility, and realizes a 65% (US$140,000) reduction in annual air-conditioning costs.

Kirk Produce Company (Placentia, California, USA)

In operation since 1987, two TES units are charged with 465 tons of ice cooling capacity during
weekends and an additional 360 tons during off-peak weekday times. The ice is stored with 605.6 m3

of water in a 1161.2-m3 storage tank. The water at 0 ◦C is pumped from the tank through spray
nozzles to cool air to 1 ◦C, for use in cooling fresh-picked strawberries prior to storage and shipping.
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Beyond controlling humidity, which is vital to the preservation of strawberries, this process cooling
system annually saves $153,000, or more than half of the refrigeration plant operating costs.

These case studies demonstrate that TES technology offers to owners and regions compelling
energy savings as well as environmental, diversity, and economic benefits. As TES now seems
poised for wider commercialization, institutional policies, such as those previously identified, should
be considered for implementation to increase the market penetration of TES beneficially.

5.7 Concluding Remarks
The main advantages of using TES can be summarized as follows:

• Substantial energy savings can be realized by taking advantage of TES when implementing the
techniques such as using waste energy and surplus heat, reducing electrical demand charges,
and avoiding heating, cooling, or air-conditioning equipment purchases. These savings in energy
can be realized despite the fact that the storage energy efficiency, the ratio of thermal energy
withdrawn from storage to the amount input, is less than 100%. Storage energy losses are often
small, for example, energy efficiencies up to 90% can be achieved in well-stratified water tanks
that are fully charged and discharged on a daily cycle.

• TES plays a significant role in meeting society’s needs for more efficient use in various sectors
as it permits mismatches between supply and demand of energy to be addressed.

• With TES, peak-period demand for electrical energy can be reduced by storing electrically pro-
duced thermal energy during off-peak periods and using it to meet the thermal loads that occur
during high-demand periods. For example, a chiller can charge TES at night to reduce the peak
electrical demands experienced during the day.

• TES exhibits enormous potential for more effective use of TES equipment, and for facilitating
large-scale energy substitutions economically. The economic justification for TES systems nor-
mally requires the annual income needed to cover capital and operating costs to be less than
that required for primary generating equipment supplying the same service loads and periods. A
coordinated set of actions is required in several energy sectors to realize the maximum benefits
of storage.
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Study Questions/Problems
5.1 What kinds of energy-saving opportunities are offered by TES?

5.2 Compare the daily energy load profiles of a conventional building with no storage and full storage
options.

5.3 Compare the economics (in terms of payback period) for a building in a local city if TES is
introduced with full storage and partial storage. Estimate costs for a TES system at your location
and utilize local utility rate structures.

5.4 How does TES contribute to resolving space limitations that may be present in a building?

5.5 Describe possible energy conservation strategies with TES.

5.6 Explain the major benefits of a cold TES.

5.7 What kinds of financial benefits are expected from TES?

5.8 In what situation might the main financial savings from introducing TES be due to reduced demand
charges, rather than reduced energy consumption?

5.9 In what situation might the main financial savings from introducing TES be due to reduced energy
consumption, rather than reduced demand charges?

5.10 Explain how a demand-side management option is used with TES for better savings.

5.11 Describe how one would determine if it is economically justified to use different sources of heat
(industrial waste heat, solar thermal energy, cogenerated thermal energy, etc.) in a TES system for
heating capacity.

5.12 Describe how one would determine whether it is economically justified to use different sources
of cold (chiller generated, heat-pump generated, winter cold, etc.) in a TES system for cooling
capacity.

5.13 Summarize the key advantages of using TES after reading the case studies.





6
Energy and Exergy Analyses
of Thermal Energy Storage
Systems

6.1 Introduction
Thermal energy storage (TES) systems for heating or cooling capacity are often utilized in appli-
cations where the occurrence of a demand for energy and that of the economically most favorable
supply of energy are not coincident. Thermal storages are an essential element of many energy
conservation programs – in industry, commercial building, and solar energy utilization. Numerous
reports on TES applications and studies have been published (Hahne, 1986; Kleinbach et al., 1993;
Dincer et al., 1997a, 1997b; Dincer, 1999; Beckman and Gilli, 1984; Bejan, 1982, 1995; Jansen
and Sorensen, 1984).

Many types of TES systems exist for storing either heating or cooling capacity. The storage
medium often remains in a single phase during the storing cycle (so that only sensible heat is
stored), but sometimes undergoes phase change (so that some of the energy is stored as latent
heat). Sensible TES systems (e.g., liquid water systems) exhibit changes in temperature in the
store as heat is added or removed (Ismail and Stuginsky, 1999; Ismail et al., 1997). In latent TES
systems (e.g., liquid water/ice systems and eutectic salt systems), the storage temperature remains
fixed during the phase-change portion of the storage cycle (Adebiyi et al., 1996; Laouadi and
Lacroix, 1999; Brousseau and Lacroix, 1999; Costa et al., 1998). The storage medium can be
located in storage “containers” of various types and sizes, including storage tanks, ponds, caverns,
and underground aquifers.

Many researchers have investigated methodologies for TES evaluation and comparison (Rosen,
1991, 1992b, 1999b; Rosen and Dincer, 1999a), and concluded that, while many technically and
economically successful thermal storages are in operation, no generally valid basis for comparing the
achieved performance of one storage with that of another operating under different conditions has
found broad acceptance. The energy efficiency of a TES system, the ratio of the energy recovered
from storage to that originally input, is conventionally used to measure TES performance. The
energy efficiency, however, is an inadequate measure because it does not take into account all
the considerations necessary in TES evaluation (e.g., how nearly the performance of the system
approaches the ideal, the storage duration, the temperatures of the supplied and recovered thermal
energy and of the surroundings).

Exergy analysis is a thermodynamic analysis technique based on the second law of thermody-
namics, which provides an alternative and illuminating means of assessing and comparing TES
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systems rationally and meaningfully. In particular, exergy analysis yields efficiencies that provide
a true measure of how nearly actual performance approaches the ideal and identifies more clearly
than energy analysis the causes and locations of thermodynamic losses. Consequently, exergy anal-
ysis can assist in improving and optimizing TES designs. Increasing application and recognition
of the usefulness of exergy methods by those in industry, government, and academia has been
observed in recent years (Moran, 1989, 1990; Kotas, 1995; Edgerton, 1982; Ahern, 1980; Morris
et al., 1988; Dincer and Rosen, 2007). Some researchers have examined exergy-analysis method-
ologies (Rosen and Horazak, 1995; Rosen, 1999a) and applied them to industrial systems (Rosen
and Scott, 1998; Rosen and Horazak, 1995), countries (Rosen and Dincer, 1997b; Rosen, 1992a),
environmental impact assessments (Crane et al., 1992; Rosen and Dincer, 1997a, 1999b; Gunnewiek
and Rosen, 1998), and TES. To date, however, few exergy analyses of TES systems have been
performed (Badar et al., 1993; Bascetincelik et al., 1998; Bejan, 1978, 1982, 1995; Bjurstrom and
Carlsson, 1985; Hahne et al., 1989; Krane, 1985, 1987; Krane and Krane, 1991; Mathiprakasam
and Beeson, 1983; Moran and Keyhani, 1982; Rosenblad, 1985; Taylor, 1986). Exergy analysis is
described extensively elsewhere (Gaggioli, 1983; Maloney and Burton, 1980; Moran and Shapiro,
2000; Rosen, 1999a; Kestin, 1980; Dincer and Rosen, 2007), and background material is provided
on energy and exergy analyses that is relevant to applications to TES systems in the next section.

The main objectives of this chapter are to describe how energy and exergy analyses of TES
systems are performed and to demonstrate the usefulness of such analyses in providing insights
into TES behavior and performance. In the presentation, the thermodynamic considerations and chal-
lenges involved in the evaluation of TES systems are discussed, and recent advances in addressing
these challenges are described in the hope that standardized exergy-based methodologies can evolve
for TES evaluation and comparison.

The topics covered in this chapter can be summarized as follows: First, theoretical and practical
aspects of energy and exergy analyses are described (Section 6.2) and general thermodynamic con-
siderations in TES evaluation are discussed (Section 6.3). Then, the use of exergy in evaluating a
closed TES system is detailed (Section 6.4), with in-depth discussions of two critical evaluation
factors: appropriate TES efficiency measures (Section 6.5) and the importance of temperature in
performance evaluations for sensible TES systems (Section 6.6). Next, applications of exergy anal-
ysis to a wide range of TES systems are considered, including aquifer TES systems (Section 6.7),
thermally stratified storage systems (Section 6.8), and cold TES systems (Section 6.9). Finally, uses
of exergy analysis in optimization and design activities are illustrated by examining exergy-based
optimal discharge periods for closed TES systems (Section 6.10), and a solar pond is also examined
(Section 6.11). Many illustrative examples are given in all the above-listed sections.

6.2 Theory: Energy and Exergy Analyses
This section reviews the aspects of thermodynamics that are most relevant to energy and exergy
analyses. Fundamental principles and such related issues as reference environment selection, effi-
ciency definition, and material properties acquisition are discussed. These issues were also discussed
by others (Moran and Shapiro, 2000; Moran, 1989, 1990; Kotas, 1995; Gaggioli, 1983; Dincer and
Rosen, 2007). General implications of exergy analysis results are discussed, and a step-by-step
procedure for energy and exergy analyses is given.

A note on terminology is in order here. A relatively standard terminology and nomenclature
has evolved for conventional classical thermodynamics. However, at present, there is no generally
agreed-upon terminology and nomenclature for exergy analysis. A diversity of symbols and names
exist for basic and derived quantities (Kotas et al., 1987; Lucca, 1990). For example, exergy is often
called available energy, availability, work capability, essergy, and so on; and exergy consumption
is often called irreversibility, lost work, dissipated work, dissipation, and so on. The exergy analysis
nomenclature used here follows that proposed by Kotas et al. (1987) as a standard exergy analysis
nomenclature. For the reader unfamiliar with exergy, a glossary of selected exergy terminology is
included (see Appendix at the end of this chapter).
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6.2.1 Motivation for Energy and Exergy Analyses

Thermodynamics permits the behavior, performance, and efficiency to be described for systems for
the conversion of energy from one form to another. Conventional thermodynamic analysis is based
primarily on the first law of thermodynamics, which states the principle of conservation of energy.
An energy analysis of an energy-conversion system is essentially an accounting of the energies
entering and exiting. The exiting energy can be broken down into products and wastes. Efficiencies
are often evaluated as ratios of energy quantities and are often used to assess and compare various
systems. Conventional thermal storages, for example, are often compared on the basis of their
energy efficiencies.

However, energy efficiencies are often misleading in that they do not always provide a measure
of how nearly the performance of a system approaches ideality. Further, the thermodynamic losses
that occur within a system (i.e., those factors that cause performance to deviate from ideality) are
often not accurately identified and assessed with energy analysis. The results of energy analysis
can indicate the main inefficiencies to be within the wrong sections of the system and a state of
technological efficiency different than what actually exists.

Exergy analysis helps to overcome many of the shortcomings of energy analysis. Exergy analysis
is based on the second law of thermodynamics and is useful in identifying the causes, locations, and
magnitudes of process inefficiencies. The exergy associated with an energy quantity is a quantitative
assessment of its usefulness or quality. Exergy analysis acknowledges that, although energy cannot
be created or destroyed, it can be degraded in quality, eventually reaching a state in which it is in
complete equilibrium with the surroundings and hence of no further use for performing tasks. This
statement is of particular importance to TES systems in that, from a thermodynamic perspective,
one would wish to recover as much thermal energy as is reasonably possible after the input energy
is stored, with little or no degradation of temperature toward the environmental state.

For TES systems, exergy analysis allows one to determine the maximum potential associated
with the incoming thermal energy. This maximum is retained and recovered only if the thermal
energy undergoes processes in a reversible manner. No further useful thermal energy or exergy
can be extracted by allowing a system and its environment to interact if they are in equilibrium.
Losses in the potential for exergy recovery occur in the real world because actual processes are
always irreversible.

The exergy flow rate of a flowing commodity is the maximum rate at which work may be
obtained from it as it passes reversibly to the environmental state, exchanging heat and materials
only with the surroundings. In essence, exergy analysis states the theoretical limitations imposed
upon a TES system, clearly pointing out that no real system can conserve thermal exergy and that
only a portion of the input thermal exergy can be recovered. Also, exergy analysis quantitatively
specifies practical TES limitations by providing losses in a form in which they are a direct measure
of lost thermal exergy.

6.2.2 Conceptual Balance Equations for Mass, Energy, and Entropy

A general balance for a quantity in a system may be written as

Input + Generation − Output − Consumption = Accumulation (6.1)

Input and output refer respectively to quantities entering and exiting through system boundaries.
Generation and consumption refer respectively to quantities produced and consumed within the
system. Accumulation refers to build-up (either positive or negative) of the quantity within
the system.

Versions of the general balance equation above may be written for mass, energy, entropy, and
exergy. Mass and energy, being subject to conservation laws (neglecting nuclear reactions), can be
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neither generated nor consumed. Consequently, the general balance (Equation 6.1) written for each
of these quantities becomes

Mass input − Mass output = Mass accumulation (6.2)

Energy input − Energy output = Energy accumulation (6.3)

Before giving the balance equation for exergy, it is useful to examine that for entropy:

Entropy input + Entropy generation − Entropy output = Entropy accumulation (6.4)

Entropy is created during a process because of irreversibilities, but cannot be consumed. By
combining the conservation law for energy and nonconservation law for entropy, the exergy balance
can be obtained as follows:

Exergy input − Exergy output − Exergy consumption = Exergy accumulation (6.5)

Exergy is consumed owing to irreversibilities. Exergy consumption is proportional to entropy
creation. Equations 6.3 and 6.5 demonstrate an important and main difference between energy
and exergy: energy is conserved while exergy, a measure of energy quality or work potential, can
be consumed.

These balances describe what is happening in a system between two instants of time. For a
complete cyclic process where the initial and final states of the system are identical, the accumulation
terms in all the balances are zero.

6.2.3 Detailed Balance Equations for Mass, Energy, and Entropy

Two types of systems are normally considered: open (flow) and closed (nonflow). In general, open
systems have mass, heat, and work interactions, and closed systems have heat and work interactions.
Mass flow “into,” heat transfer “into,” and work transfer “out of” the system are defined to be
positive. Mathematical formulations of the principles of mass and energy conservation and entropy
nonconservation can be written for any system, following the general physical interpretations in
Equations 6.2–6.4.

Consider a nonsteady flow process in a time interval t1 to t2. Balances of mass, energy, and
entropy, respectively, can be written for a control volume as∑
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mi −
∑

e

me = m2 − m1 (6.2a)
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(Qr/Tr)1,2 + �1,2 = S2 − S1 (6.4a)

Here, mi and me denote respectively the amounts of mass input across port i and exiting across
port e; (Qr)1,2 denotes the amount of heat transferred into the control volume across region r on
the control surface; (W ′)1,2 denotes the amount of work transferred out of the control volume; �1,2

denotes the amount of entropy created in the control volume; m1, E1, and S1 denote respectively
the amounts of mass, energy, and entropy in the control volume at time t1, and m2, E2, and S2

denote respectively the same quantities at time t2; and e, s , P , T , and v denote specific energy,
specific entropy, absolute pressure, absolute temperature, and specific volume, respectively. The
total work W ′ done by a system excludes flow work, and can be written as

W ′ = W + Wx (6.6)
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where W is the work done by a system owing to change in its volume and Wx is the shaft work
done by the system. The term shaft work includes all forms of work that can be used to raise a
weight (i.e., mechanical work, electrical work, etc.), but excludes work done by a system because
of change in its volume. The specific energy e is given by

e = u + ke + pe (6.7)

where u , ke, and pe denote respectively specific internal, kinetic, and potential (due to conservative
force fields) energies. For irreversible processes, �1,2 > 0, and for reversible processes, �1,2 = 0.

The left sides of Equations 6.2a, 6.3a, and 6.4a represent the net amounts of mass, energy, and
entropy transferred into (and in the case of entropy created within) the control volume, while the
right sides represent the amounts of these quantities accumulated within the control volume.

For the mass flow mj across port j ,

mj =
t2∫

t1


∫

j

(ρVndA)j


dt (6.8)

Here, ρ is the density of matter crossing an area element dA on the control surface in time
interval t1 to t2 and Vn is the velocity component of the matter flow normal to dA. The integration
is performed over port j on the control surface. One-dimensional flow (i.e., flow in which the
velocity and other intensive properties do not vary with position across the port) is often assumed.
Then, the previous equation becomes

mj =
t2∫

t1

(ρVnA)j dt (6.8a)

It has been assumed that heat transfers occur at discrete regions on the control surface and
the temperature across these regions is constant. If the temperature varies across a region of heat
transfer,

(Qr)1,2 =
t2∫

t1


∫

r

(qdA)r


dt (6.9)

and

(Qr/Tr )1,2 =
t2∫

t1


∫

r

(q/T )r dAr


dt (6.10)

where Tr is the temperature at the point on the control surface where the heat flux is qr . The
integral is performed over the surface area of region Ar .

The quantities of mass, energy, and entropy in the control volume (denoted by m , E , and S ) on
the right sides of Equations 6.2a, 6.3a, and 6.4a, respectively, are given more generally by

m =
∫

ρdV (6.11)

E =
∫

ρedV (6.12)

S =
∫

ρsdV (6.13)

where the integrals are over the control volume.
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For a closed system, mi = me = 0 and Equations 6.2a, 6.3a, and 6.4a become

0 = m2 − m1 (6.2b)∑
r

(Qr)1,2 − (
W ′)

1,2
= E2 − E1 (6.3b)

∑
r

(Qr/Tr )1,2 + �1,2 = S2 − S1 (6.4b)

6.2.4 Basic Quantities for Exergy Analysis

Several quantities related to the conceptual exergy balance are described here, following the pre-
sentations by Moran (1989), Kotas (1995), and Dincer and Rosen (2007).

Exergy of a Closed System

The exergy � of a closed system of mass m , or the nonflow exergy, can be expressed as

� = �ph + �o + �kin + �pot (6.14)

where

�pot = PE (6.15)

�kin = KE (6.16)

�o =
∑

i

(µio − µioo)Ni (6.17)

�ph = (U − Uo) + Po (V − Vo) − To (S − So) (6.18)

where the system has a temperature T , pressure P , chemical potential µi for species i , entropy S ,
energy E , volume V , and number of moles Ni of species i . The system is within a conceptual
environment in an equilibrium state with intensive properties To, Po, and µioo. The quantity µio

denotes the value of µ at the environmental state (i.e., at To and Po). The terms on the right side of
Equation 6.14 represent respectively physical, chemical, kinetic, and potential components of the
nonflow exergy of the system.

The exergy � is a property of the system and conceptual environment combining the extensive
properties of the system with the intensive properties of the environment.

Physical nonflow exergy is the maximum work obtainable from a system as it is brought to
the environmental state (i.e., to thermal and mechanical equilibrium with the environment), and
chemical nonflow exergy is the maximum work obtainable from a system as it is brought from the
environmental state to the dead state (i.e., to complete equilibrium with the environment).

Exergy of a Flowing Stream of Matter

The exergy of a flowing stream of matter ∈ is the sum of nonflow exergy and the exergy associated
with the flow work of the stream (with reference to Po), that is,

∈ = � + (P − Po) V (6.19)

Alternatively, ∈ can be expressed following Equation 6.14 in terms of physical, chemical, kinetic,
and potential components:

∈ = ∈ph+ ∈o + ∈kin + ∈pot (6.20)
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where

∈pot = PE (6.21)

∈kin = KE (6.22)

∈o = �o =
∑

i

(µio − µioo)Ni (6.23)

∈ph = (H − Ho) − To (S − So) (6.24)

Exergy of Thermal Energy

Consider a control mass, initially at the dead state, being heated or cooled at constant volume in an
interaction with some other system. The heat transfer experienced by the control mass is Q . The
flow of exergy associated with the heat transfer Q is denoted by X , and can be expressed as

X =
f∫

i

(1 − To/T )δQ (6.25)

where δQ is an incremental heat transfer, and the integral is from the initial state (i ) to the final state
(f ). This “thermal exergy” is the minimum work required by the combined system of the control
mass and the environment in bringing the control mass to the final state from the dead state.

Often, the dimensionless quantity in parentheses in this expression is called the exergetic tem-
perature factor and is denoted by τ :

τ = 1 − To/T (6.26)

The relation between τ and the temperature ratio T/To is illustrated in Figure 6.1.
If the temperature T of the control mass is constant, the thermal exergy transfer associated with

a heat transfer is

X = (1 − To/T ) Q = τQ (6.25a)

0
5 10 15

T

T0

t −1

−2

1

−3

Figure 6.1 The relation between the exergetic temperature factor τ and the absolute temperature ratio T /To.
The factor τ is equal to zero when T = To. For heat transfer at above-environment temperatures (i.e., T > To),
0 < τ ≤ 1. For heat transfer at subenvironment temperatures (i.e., T < To), τ < 0, implying that exergy and
energy flow in opposite directions in such cases. Note that the magnitude of exergy flow exceeds that of the
energy flow when τ < −1, which corresponds to T < To/2
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For heat transfer across a region r on a control surface for which the temperature may vary,

X =
∫
r

[
q (1 − To/T ) dA

]
r

(6.25b)

where qr is the heat flow per unit area at a region on the control surface at which the temperature
is Tr .

Exergy of Work and Electricity

Equation 6.6 separates total work W ′ into two components: Wx and W . The exergy associated
with shaft work Wx is by definition Wx . Similarly, the exergy associated with electricity is equal
to the energy.

The exergy transfer associated with work done by a system due to volume change is the net
usable work due to the volume change, and is denoted by WNET. Thus, for a process in time interval
t1 to t2,

(WNET)1,2 = W1,2 − Po (V2 − V1) (6.27)

where W1,2 is the work done by the system due to volume change (V2 − V1). The term Po(V2 − V1)

is the displacement work necessary to change the volume against the constant pressure Po exerted
by the environment.

Exergy Consumption

For a process occurring in a system, the difference between the total exergy flows into and out of
the system, less the exergy accumulation in the system, is the exergy consumption I , expressible as

I = To� (6.28)

Equation 6.28 points out that exergy consumption is proportional to entropy creation, and is
known as the Gouy–Stodola relation.

6.2.5 Detailed Exergy Balance

An analogous balance to those given in Equations 6.2a, 6.3a, and 6.4a can be written for exergy,
following the physical interpretation of Equation 6.5. For a nonsteady flow process during time
interval t1 to t2∑

i

εimi −
∑

e

εeme +
∑

r

(Xr)1,2 − (Wx)1,2 − (WNET)1,2 − I1,2 = �2 − �1 (6.5a)

where (WNET)1,2 is given by Equation 6.27 and

(Xr)1,2 =
t2∫

t1


∫

r

(1 − To/Tr ) qrdAr


dt (6.29)

I1,2 = To�1,2 (6.30)

� =
∫

ρξdV (6.31)
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Here, I and � respectively denote exergy consumption and entropy creation, � denotes specific
nonflow exergy, and the integral for � is performed over the control volume. The first two terms
on the left side of Equation 6.5a represent the net input of exergy associated with matter; the third
term, the net input of exergy associated with heat; the fourth and fifth terms, the net input of exergy
associated with work; and the sixth term the exergy consumption. The right side of Equation 6.5a
shows the accumulation of exergy.

For a closed system, Equation 6.5a simplifies to∑
r

(Xr)1,2 − (Wx)1,2 − (WNET)1,2 − I1,2 = �2 − �1 (6.5b)

When volume is fixed, (WNET)1,2 = 0 in Equations 6.5a and b. Also, when the initial and final
states are identical as in a complete cycle, the right sides of Equations 6.5a and b are zero.

6.2.6 The Reference Environment

Exergy is evaluated with respect to a reference environment. The intensive properties of the ref-
erence environment determine the exergy of a stream or system. The exergy of the reference
environment is zero. The exergy of a stream or system is zero when it is in equilibrium with the
reference environment. The reference environment is in stable equilibrium, with all parts at rest
relative to one another. No chemical reactions can occur between the environmental components.
The reference environment acts as an infinite system, and is a sink and source for heat and materi-
als. It experiences only internal reversible processes in which its intensive state remains unaltered
(i.e., its temperature To, pressure Po, and the chemical potentials µioo for each of the i components
present remain constant).

The natural environment does not have the theoretical characteristics of a reference environment.
The natural environment is not in equilibrium and its intensive properties exhibit spatial and tempo-
ral variations. Many chemical reactions in the natural environment are blocked because the transport
mechanisms necessary to reach equilibrium are too slow at ambient conditions. Thus, the exergy
of the natural environment is not zero; work could be obtained if it were to come to equilibrium.
Consequently, models for the reference environment are used that try to achieve a compromise
between the theoretical requirements of the reference environment and the actual behavior of the
natural environment.

One important class of the reference-environment model is the natural-environment-subsystem
type. These models attempt to simulate realistic subsystems of the natural environment. One such
model consisting of saturated moist air and liquid water in phase equilibrium was proposed by
Baehr and Schmidt (1963). An extension of the above model, which allowed sulphur-containing
materials to be analyzed, was proposed by Gaggioli and Petit (1977) and Rodriguez (1980). The
temperature and pressure of this reference environment (see Table 6.1) is normally taken to be
25 ◦C and 1 atm, respectively, and the chemical composition is taken to consist of air saturated
with water vapor, and the following condensed phases at 25 ◦C and 1 atm: water (H2O), gypsum
(CaSO4·2H2O), and limestone (CaCO3). The stable configurations of C, O, and N, respectively,
are taken to be those of CO2, O2, and N2 as they exist in air saturated with liquid water at To and
Po; of hydrogen is taken to be in the liquid phase of water saturated with air at To and Po; and of
S and Ca, respectively, are taken to be those of CaSO4·2H2O; and CaCO3 at To and Po.

The analyses in this chapter use the natural-environment-subsystem model described in Table 6.1,
but with a temperature modified to reflect the approximate mean ambient temperature of the location
of the TES for the time period under consideration (e.g., annual, seasonal, monthly). Other classes
of reference-environment models have been proposed.

• Reference-substance models. These are models in which a “reference substance” is selected
and assigned a zero exergy for every chemical element. One such model in which the reference
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Table 6.1 A reference-environment model

Temperature: T o = 298.15 K
Pressure: Po = 1 atm
Composition: (i) Atmospheric air saturated with H2O at T o and Po having the following composition:

Air constituents Mole fraction

N2 0.7567
O2 0.2035
H2O 0.0303
Ar 0.0091
CO2 0.0003
H2 0.0001

(ii) Condensed phases at T o and Po :
Water (H2O)
Limestone (CaCO3)
Gypsum (CaSO4

.2H2O)

Source: Adapted from Gaggioli and Petit (1977).

substances were selected as the most valueless substances found in abundance in the natural
environment was proposed by Szargut (1967). The criteria for selecting such reference substances
are consistent with the notion of simulating the natural environment, but are primarily economic
in nature, and are vague and arbitrary with respect to the selection of reference substances. Part
of this environment is the composition of moist air, including N2, O2, CO2, H2O and the noble
gases, gypsum (for sulphur), and limestone (for calcium). Another model in this class, in which
reference substances are selected arbitrarily, was proposed by Sussman (1980, 1981). This model
is not similar to the natural environment, consequently absolute exergies evaluated with this model
do not relate to the natural environment, and cannot be used rationally to evaluate efficiencies.
Since exergy-consumption values are independent of the choice of reference substances, they can
be rationally used in analyses.

• Equilibrium models. A model in which all the materials present in the atmosphere, oceans, and
a layer of the crust of the earth are pooled together and an equilibrium composition is calculated
for a given temperature was proposed by Ahrendts (1980). The selection of the thickness of
crust considered is subjective, and is intended to include all materials accessible to technical
processes. Ahrendts considered thicknesses varying from 1 m to 1000 m, and a temperature of
25 ◦C. For all thicknesses, Ahrendts found that the model differed significantly from the natural
environment. Exergy values obtained using these environments are significantly dependent on the
thickness of crust considered, and represent the absolute maximum amount of work obtainable
from a material. Since there is no technical process available that can obtain this work from
materials, Ahrendts’ equilibrium model does not give meaningful exergy values when applied to
the analysis of real processes.

• Constrained-equilibrium models. Ahrendts (1980) also proposed a modified version of his
equilibrium environment in which the calculation of an equilibrium composition excludes the
possibility of the formation of nitric acid (HNO3) and its compounds. That is, all chemical
reactions in which these substances are formed are in constrained equilibrium, and all other
reactions are in unconstrained equilibrium. When a thickness of crust of 1 m and temperature of
25 ◦C were used, the model was similar to the natural environment.

• Process-dependent models. A model which contains only components that participate in the
process being examined in a stable equilibrium composition at the temperature and total pressure
of the natural environment was proposed by Bosnjakovic (1963). This model is dependent on the
process examined, and is not general. Exergies evaluated for a specific process-dependent model
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are relevant only to the process; they cannot rationally be compared with exergies evaluated for
other process-dependent models.

Many researchers have examined the characteristics of and models for reference environments
(Wepfer and Gaggioli, 1980; Sussman, 1981; Ahrendts, 1980), and the sensitivities of exergy values
to different reference-environment models (Rosen and Scott, 1987).

6.2.7 Efficiencies

General Efficiency Concepts

Efficiency has always been an important consideration in decision making regarding resource
utilization. Efficiency is defined as “the ability to produce a desired effect without waste of, or
with minimum use of, energy, time, resources, and so on,” and is used by people to refer to the
effectiveness with which something is used to produce something else, or the degree to which the
ideal is approached in performing a task.

For general engineering systems, nondimensional ratios of quantities are typically used to
determine efficiencies. Ratios of energy are conventionally used to determine efficiencies of
engineering systems whose primary purpose is the transformation of energy. These efficiencies
are based on the first law of thermodynamics. A process has maximum efficiency according to
the first law if energy input equals recoverable energy output (i.e., if no “energy losses” occur).
However, efficiencies determined using energy are misleading, because, in general, they are not
measures of “an approach to an ideal.”

To determine more meaningful efficiencies, a quantity is required for which ratios can be
established that do provide a measure of an approach to an ideal. Thus, the second law must
be involved, as this law states that maximum efficiency is attained (i.e., ideality is achieved) for a
reversible process. However, the second law must be quantified before efficiencies can be defined.

The “increase of entropy principle,” which states that entropy is created because of irreversibili-
ties, quantifies the second law. From the viewpoint of entropy, maximum efficiency is attained for a
process in which entropy is conserved. Entropy is created for nonideal processes. The magnitude of
entropy creation is a measure of the nonideality or irreversibility of a process. In general, however,
ratios of entropy do not provide a measure of an approach to an ideal.

A quantity that has been discussed in the context of meaningful measures of efficiency is
negentropy (Hafele, 1981). Negentropy is defined such that the negentropy consumption due to
irreversibilities is equal to the entropy creation due to irreversibilities. As a consequence of the
“increase of entropy principle,” maximum efficiency is attained from the viewpoint of negentropy
for a process in which negentropy is conserved. Negentropy is consumed for nonideal processes.
Negentropy is a measure of order. Consumptions of negentropy are therefore equivalent to degra-
dations of order. Since the abstract property of order is what is valued and useful, it is logical
to attempt to use negentropy in developing efficiencies. However, general efficiencies cannot be
determined based on negentropy because its absolute magnitude is not defined.

Negentropy can be further quantified through the ability to perform work. Then, a maximum
efficiency is attainable only if, at the completion of a process, the sum of all energy involved has an
ability to do work equal to the sum before the process occurred. Exergy is a measure of the ability
to perform work and, from the viewpoint of exergy, maximum efficiency is attained for a process in
which exergy is conserved. Efficiencies determined using ratios of exergy do provide a measure of an
approach to an ideal. Exergy efficiencies are often more intuitively rational than energy efficiencies,
because efficiencies between 0 and 100% are always obtained. Measures that can be greater than
100% when energy is considered, such as coefficient of performance, are normally between 0 and
100% when exergy is considered. In fact, some researchers (Gaggioli, 1983) call exergy efficiencies
“real” or “true” efficiencies, while calling energy efficiencies “approximations to real” efficiencies.



244 Thermal Energy Storage

Energy and Exergy Efficiencies

Many researchers (Sussman, 1981; Hevert and Hevert, 1980; Alefeld, 1990) have examined
efficiencies and other measures of performance. Different efficiency definitions generally answer
different questions.

Energy (η) and exergy (ψ) efficiencies are often written for steady-state processes occurring in
systems as

η = Energy in product outputs

Energy in inputs
= 1 − Energy loss

Energy in inputs
(6.32)

ψ = Exergy in product outputs

Exergy in inputs
= 1 − Exergy loss plus consumption

Exergy in inputs
(6.33)

Two other common exergy-based efficiencies for steady-state devices are as follows:

Rational efficiency = Total exergy output

Total exergy input
= 1 − Exergy consumption

Total exergy input
(6.34)

Task efficiency = Theoretical minimum exergy input required

Actual exergy input
(6.35)

Exergy efficiencies often give more illuminating insights into process performance than energy
efficiencies because (i) they weigh energy flows according to their exergy contents, and (ii) they
separate inefficiencies into those associated with effluent losses and those due to irreversibilities.
In general, exergy efficiencies provide a measure of potential for improvement.

6.2.8 Properties for Energy and Exergy Analyses

Many material properties are needed for energy and exergy analyses of processes. Sources of con-
ventional property data are abundant for many substances, for example, steam, air and combustion
gases (Keenan et al., 1992), and chemical substances (Chase et al., 1985).

Energy values of heat and work flows are absolute, while the energy values of material flows are
relative. Enthalpies are evaluated relative to a reference level. Since energy analyses are typically
concerned only with energy differences, the reference level used for enthalpy calculations can
be arbitrary. For the determination of some energy efficiencies, however, the enthalpies must be
evaluated relative to specific reference levels (e.g., for energy-conversion processes, the reference
level is often selected so that the enthalpy of a material equals its higher heating value (HHV ).

If, however, the results from energy and exergy analyses are to be compared, it is necessary
to specify the reference levels for enthalpy calculations such that the enthalpy of a compound is
evaluated relative to the stable components of the reference environment. Thus, a compound that
exists as a stable component of the reference environment is defined to have an enthalpy of zero at
To and Po. Enthalpies calculated with respect to such conditions are referred to as base enthalpies
(Rodriguez, 1980). The base enthalpy is similar to the enthalpy of formation. While the latter is
the enthalpy of a compound (at To and Po) relative to the elements (at To and Po) from which it
would be formed, the former is the enthalpy of a component (at To and Po) relative to the stable
components of the environment (at To and Po). For many environment models, the base enthalpies
of material fuels are equal to their HHV s.

The base enthalpies for many substances, corresponding to the reference-environment model in
Table 6.1, are listed in Table 6.2 (Rodriguez, 1980). It is required to determine chemical exergy
values for exergy analysis. Many researchers have developed methods and tabulated values for
evaluating chemical exergies (Rodriguez, 1980; Szargut, 1967; Sussman, 1980). Included are meth-
ods for evaluating the chemical exergies of solids, liquids, and gases. For complex materials (e.g.,
coal, tar, and ash), approximation methods have been developed. By considering environmental air



Energy and Exergy Analyses of Thermal Energy Storage Systems 245

Table 6.2 Base enthalpy and chemical exergy values of selected species

Species Specific base enthalpy Specific chemical exergya

(kJ/g-mol) (kJ/g-mol)

Ammonia (NH3) 382.585 2.478907 ln y + 337.861
Carbon (graphite) (C) 393.505 410.535
Carbon dioxide (CO2) 0.000 2.478907 ln y + 20.108
Carbon monoxide (CO) 282.964 2.478907 ln y + 275.224
Ethane (C2H6) 1564.080 2.478907 ln y + 1484.952
Hydrogen (H2) 285.851 2.478907 ln y + 235.153
Methane (CH4) 890.359 2.478907 ln y + 830.212
Nitrogen (N2) 0.000 2.478907 ln y + 0.693
Oxygen (O2) 0.000 2.478907 ln y + 3.948
Sulphur (rhombic) (S) 636.052 608.967
Sulphur dioxide (SO2) 339.155 2.478907 ln y + 295.736
Water (H2O) 44.001 2.478907 ln y + 8.595

ay represents the molal fraction for each of the respective species.
Source: Compiled from data in Rodriguez (1980) and Gaggioli and Petit (1977).

and gaseous process streams as ideal gas mixtures, chemical exergy can be calculated for gaseous
streams using component chemical exergy values, that is, values of (µio − µioo) listed in Table 6.2.

6.2.9 Implications of Results of Exergy Analyses

The results of exergy analyses of TES systems have direct implications on application decisions
and on research and development (R&D) directions.

Further, exergy analyses provide insights into the “best” directions for R&D effort more than
energy analyses. Here, “best” is loosely taken to mean “most promising for significant efficiency
gains.” There are two main reasons for this statement:

• Exergy losses represent true losses of the potential that exists to generate the desired product
(recovered thermal energy with little temperature degradation, here) from the given driving input
(input thermal energy and electricity, here). In general, this is not true for energy losses. Thus, if
the objective is to increase TES efficiency while accounting for temperature degradation, focusing
on exergy losses permits R&D to focus on reducing losses that will affect the objective.

• Exergy efficiencies always provide a measure of how nearly the operation of a system approaches
the ideal or theoretical upper limit. In general, this is not true for energy efficiencies. By focusing
R&D effort on those plant sections or processes with the lowest exergy efficiencies, the effort is
being directed to those areas that inherently have the largest margins for efficiency improvement.
By focusing on energy efficiencies, on the other hand, one can expend R&D effort on topics for
which small margins for improvement, even theoretically, exist.

Exergy analysis results typically suggest that R&D efforts should concentrate more on internal
rather than external exergy losses, based on thermodynamic considerations, with a higher priority
for the processes having larger exergy losses. Although this statement suggests focusing on those
areas for which margins for improvement are greatest, it does not indicate that R&D should not be
devoted to those processes having low exergy losses, as simple and cost-effective ways to increase
efficiency by reducing small exergy losses should certainly be considered when identified.

More generally, it is noted that application and R&D allocation decisions should not be based
exclusively on the results of energy and exergy analyses, even though these results provide useful
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information to assist in such decision making. Other factors must also be considered, such as
economics, environmental impact, safety, and social and political implications.

6.2.10 Steps for Energy and Exergy Analyses

A simple procedure for performing energy and exergy analyses involves the following steps:

• Subdivide the process under consideration into as many sections as desired, depending on the
depth of detail and understanding desired from the analysis.

• Perform conventional mass and energy balances on the process, and determine all basic quantities
(e.g., work, heat) and properties (e.g., temperature, pressure) (Section 6.2.3).

• Based on the nature of the process, the acceptable degree of analysis complexity and accuracy, and
the questions for which answers are sought, select a reference-environment model (Section 6.2.6).

• Evaluate energy and exergy values, relative to the selected reference-environment model
(Sections 6.2.4 and 6.2.8).

• Perform exergy balances, including the determination of exergy consumptions (Section 6.2.5).
• Select efficiency definitions depending on the measures of merit desired, and evaluate values for

the efficiencies (Section 6.2.7).
• Interpret the results and draw appropriate conclusions and recommendations relating to such

issues as design changes, retrofit plant modifications, and so on. (Section 6.2.9).

6.3 Thermodynamic Considerations in TES Evaluation
Several of the more important thermodynamic factors to be considered during the evaluation and
comparison of TES systems are discussed in this section (Rosen and Dincer, 1999a).

6.3.1 Determining Important Analysis Quantities

The two most significant quantities to consider when evaluating TES systems are energy and
exergy. Exergy analysis involves the examination of the exergy at different points in a series of
energy-conversion steps, and the determination of meaningful efficiencies and of the steps having
the largest losses (i.e., the largest margin for improvement). The authors and others feel that the use
of exergy analysis circumvents many of the problems associated with conventional TES evaluation
and comparison methodologies by providing a more rational basis.

Exergy analysis permits more rational and convenient evaluation than energy analysis of TES
systems for cooling capacity as well as heating capacity. Exergy analysis applies equally well
to systems for storing thermal energy at temperatures above and below the temperature of the
environment, because the exergy associated with such energy is always greater than or equal to
zero. Energy analysis is more difficult to apply to such storage systems because efficiency definitions
have to be carefully modified when cooling capacity, instead of heating capacity, is stored, or when
both warm and cool reservoirs are included.

6.3.2 Obtaining Appropriate Measures of Efficiency

The evaluation of a TES system requires a measure of performance that is rational, meaningful,
and practical. The conventional energy storage efficiency, as pointed out earlier, is an inadequate
measure. A more perceptive basis for comparison is apparently needed if the true usefulness of
thermal storages is to be assessed, and so permit maximization of their economic benefit. Efficiencies
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based on ratios of exergy do provide rational measures of performance, since they can measure the
approach of the performance of a system to the ideal.

That the energy efficiency is an inappropriate measure of thermal storage performance can best
be appreciated through a simple example. Consider a perfectly insulated thermal storage containing
1000 kg of water, initially at 40 ◦C. The ambient temperature is 20 ◦C.

A quantity of 4200 kJ of heat is transferred to the storage through a heat exchanger from
an external body of 100 kg of water cooling from 100 ◦C to 90 ◦C (i.e., using Equation 6.168,
(100 kg)(4.2 kJ/kg K)(100 – 90) ◦C = 4200 kJ). This heat addition raises the storage temperature
from 1.0 ◦C to 41 ◦C (i.e., with Equation 6.181, (4200 kJ)/((1000 kg)(4.2 kJ/kg K)) = 1.0 ◦C). After
a period of storage, 4200 kJ of heat are recovered from the storage through a heat exchanger that
delivers it to an external body of 100 kg of water, raising the temperature of that water from 20 ◦C to
30 ◦C (i.e., with Equation 6.168, �T = (4200 kJ)/((100 kg)(4.2 kJ/kg K)) = 10 ◦C). The storage
is returned to its initial state at 40 ◦C.

For this storage cycle, the energy efficiency, the ratio of the heat recovered from the storage
to the heat injected, is 4200 kJ/4200 kJ = 1, or 100%. But, the recovered heat is at only 30 ◦C,
and of little use, having been degraded even though the storage energy efficiency was 100%. With
Equation 6.170a, the exergy recovered in this example is evaluated as (100 kg)(4.2 kJ/kg K)[(30
– 20) ◦C – (293 K) ln (303/293)] = 70 kJ, and the exergy supplied as (100 kg)(4.2 kJ/kg K)[(100
− 90) ◦C − (293 K) ln (373/363)] = 856 kJ. Thus the exergy efficiency, the ratio of the thermal
exergy recovered from storage to that injected, is 70/856 = 0.082, or 8.2%, a much more meaningful
expression of the achieved performance of the storage cycle.

In most TES investigations, the energy and exergy efficiency definitions in Equations 6.32 and
6.33 are used. These efficiency definitions are dependent on what quantities are considered to be
products and inputs. Two possible sets of efficiency definitions are presented in Table 6.3. The
energy or exergy initially in the store is neglected in the first definition, and considered to be an
“input” in the second definition. Depending on the particular circumstances, the energy efficiency
definitions in Table 6.3 can yield values that are identical or radically different. The same statement
can be made for the exergy efficiencies. Regardless of definition, however, the authors feel that the
use of exergy analysis is necessary for evaluating TES systems.

6.3.3 Pinpointing Losses

With energy analysis, all losses are attributable to energy releases across system boundaries. With
exergy analysis, losses are divided into two types: those associated with releases of exergy from
the system and those associated with internal consumptions of exergy (Alefeld, 1990). For a TES
system, the total exergy loss is the sum of the exergy associated with heat loss to the surroundings
and the exergy loss due to internal exergy consumptions, such as by reductions in availability of
the stored heat through mixing of warm and cool fluids. The division of losses associated with
exergy analysis allows the causes of inefficiencies to be more accurately identified than does energy
analysis, and R&D effort to be more effectively allocated. The analysis of the heat flows from

Table 6.3 Two overall energy (η) and exergy (ψ) TES efficiencies

Efficiency Definition 1 Definition 2

η
Energy recovered from TES

Energy input to TES
Energy recovered from and remaining in TES

Energy input to and originally in TES

ψ
Exergy recovered from TES

Exergy input to TES
Exergy recovered from and remaining in TES

Exergy input to and originally in TES
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or into TES systems is often investigated (Rosen, 1990, 1998a, 1998b), and is discussed in the
first chapter.

6.3.4 Assessing the Effects of Stratification

Water tanks are one of the most economic devices for TES. For many TES applications, perfor-
mance is strongly dependent on the temperature required to meet the thermal energy demand, and
stratification within the tank can play a significant role (Yoo et al., 1998; Homan et al., 1996;
Mavros et al., 1994; Nelson et al., 1999; Gretarsson et al., 1994). In practice, in most cases, a
vertical cylindrical tank with a hot water inlet (outlet) at the top and a cold water inlet (out-
let) at the bottom is used. The hot and cold water in the tank are usually stratified initially into
two layers, with a mixing layer in between. The degree of stratification is dependent on the vol-
ume and configuration of the tank, the size, location, and design of the inlets and outlets, the
flow rates of the entering and exiting streams, and the durations of the charging, storing, and
discharging periods.

Four primary factors contribute to the loss of stratification and hence the degradation of the
stored energy:

• heat losses to (or leakages from) the surrounding environment;
• heat conduction from the hot portions of the storage fluid to the colder portions;
• vertical conduction in the tank wall; and
• mixing during charging and discharging periods.

Among these, the last item generally is the major cause of loss of stratification, with particularly
significant mixing losses occurring during lengthy storing periods. Improving stratification often
leads to substantial improvement in TES efficiency relative to a system incorporating a thermally
mixed-storage tank.

TES evaluation methodologies must quantitatively and clearly assess the effects of stratification
on system performance. The effects of stratification are more clearly assessed with exergy analy-
sis than with energy analysis because of the internal spatial temperature variations that stratified
storages exhibit (Hahne et al., 1989; Krane and Krane, 1991; Rosen and Tang, 1997). Through
carefully managing the injection, recovery, and holding of heat (or cold) during a storage cycle
so that temperature degradation is minimized, better storage-cycle performance can be achieved
(as measured by better thermal energy recovery and temperature retention). This improved perfor-
mance is accounted for explicitly with exergy analysis through increased exergy efficiencies. Some
relatively simple approaches for stratified TES evaluation have been developed (Hooper et al.,
1988; Rosen and Hooper, 1991a, 1991b, 1992, 1994), which take into consideration the second-law
concerns, and which assess the performance of real stratified storages with an accuracy acceptable
for most purposes, and certainly superior to that from assessments based only on the first law.

6.3.5 Accounting for Time Duration of Storage

Rational measures of merit for the evaluation and comparison of TES systems must account for
the length of time thermal energy is in storage. The length of time that thermal energy is retained
in a TES does not enter into the expressions for thermal efficiency and exergy efficiency for
thermal storages, although it is clearly a dominant consideration in the overall effectiveness for
such systems. The authors have examined the relation between the length of time thermal energy
is held in storage and storage effectiveness, and have developed an approach for comparing TES
systems using a time parameter (Barbaris et al., 1988).
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6.3.6 Accounting for Variations in Reference-Environment Temperature

Over the time periods involved in some TES cycles (up to six months for seasonal systems), the
value of the reference-environment temperature To varies with time. The value of To also varies
with location. Since the results of TES evaluations based on energy and exergy analyses depend
on the value of To, the temporal and spatial dependencies must be considered in such evaluations.

The value of To(t) can often be assumed to be the same as the ambient temperature variation
with time, Tamb(t). On an annual basis, the ambient temperature varies approximately sinusoidally
with time t about the annual mean:

Tamb(t) = T amb + �Tamb

[
sin

2πt

period
+ (phase shift)

]
(6.36)

where T amb is the mean annual ambient temperature and �Tamb is the maximum temperature
deviation from the annual mean. The values of the parameters in Equation 6.36 vary spatially and
the period is one year.

In evaluating the performance of most storages (particularly of long-term storages), a constant
value of To can be assumed. Some possible values for To are:

• the appropriate seasonal mean value of the temperature of the atmosphere;
• the appropriate annual mean value of the temperature of the atmosphere;
• the temperature of soil far enough below the surface that the temperature remains approximately

constant throughout the year, that is, near the water table (this temperature is usually near to that
specified in the previous point); and

• the lowest value of the atmosphere temperature during the year, for heat storage processes, and
the highest value of the atmosphere temperature during the year, for cooling capacity storage
processes.

6.3.7 Closure

The factors discussed here that significantly impacts on the evaluation and comparison of TES
systems are summarized in Table 6.4.

6.4 Exergy Evaluation of a Closed TES System
The use of exergy analysis in the evaluation of a specific TES system (a simple closed tank storage
with heat transfers by heat exchanger) is described in this section, following an earlier report (Rosen
et al., 1988). A complete storing cycle, as well as the individual charging, storing, and discharging

Table 6.4 Some exergy-related thermodynamic
considerations in TES system evaluations

• Determining important analysis quantities.
• Evaluating storages for cooling as well as heating capacity.
• Obtaining appropriate measures of efficiency.
• Pinpointing losses.
• Assessing the effects of stratification.
• Assessing the performance of subprocesses.
• Accounting for temporal and spatial variations in T o .
• Accounting for the time duration of storage.



250 Thermal Energy Storage

Fluid A
Fluid B

(a) (b) (c)

Fluid A
Fluid A

Figure 6.2 Three basic types of thermal storage. (a) A closed system in which heat transfer occurs between
the transport fluid A and the storage fluid B. (b) An open system of constant mass in which the same fluid is
used for both transport and storage of heat. (c) An open system of variable mass

periods, is considered. A numerical example for a simple case is given (see Section 6.4.6). This
application highlights the fact that, although energy is conserved in an adiabatic system, mixing of
the high- and low-temperature portions of the storage medium causes a consumption (or destruction)
of exergy, which is conserved only in fully reversible processes.

A clear understanding of the TES type under consideration and a clear declaration of the assump-
tions used are important in establishing a consistent basis for TES analysis and comparison. Three
basic sensible heat storage types are shown in Figure 6.2. The first type, which is considered here,
represents a closed system storing heat in a fixed amount of storage fluid B, to or from which heat
is transferred through a heat exchanger by means of a heat transport fluid A. The second type is
also of fixed mass, but is open, and the transport and storage fluids are of the same substance. No
heat exchanger is involved. The third type uses an open system storing a variable amount of the
combined heat transport and storage fluid. For each of these storage types, further characteristics
can yield additional cases and conditions (e.g., adiabatic or nonadiabatic boundaries, complete or
incomplete cycles, fully mixed or stratified storage fluid, steady or intermittent fluid flows, steady or
variable ambient conditions, short or long storage periods, constant or variable physical properties,
and one-, two-, or three-dimensional heat flows).

6.4.1 Description of the Case Considered

A specific, simple case is considered in which a TES system undergoes a complete storage cycle,
ending with the final state identical to the initial state. Figure 6.3 illustrates the three periods in
the overall storage process considered. The TES may be stratified. Other characteristics of the
considered case are:

• nonadiabatic storage boundaries;
• finite charging, storing, and discharging time periods;
• surroundings at constant temperature and pressure;
• constant storage volume;
• negligible work interactions (e.g., pump work); and
• negligible kinetic and potential energy terms.

a d

c
Ql,1 Ql, 2

Ql, 3

b

(a) (b) (c)

Figure 6.3 The three stages in a simple heat storage process: charging period (a), storing period (b), and
discharging period (c)
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The operation of the heat exchangers is simplified by assuming that there are no heat losses to
the surrounding environment from the charging and discharging fluids. That is, it is assumed for
the charging period that all heat removed from the charging fluid is added to the storage medium,
and for the discharging period that all heat added to the discharging fluid originated in the storage
medium. This assumption is valid if heat losses from the charging and discharging fluids are small
compared with heat losses from the storage medium. This assumption can be extended by lumping
actual heat losses from the charging and discharging fluids together with heat losses from the TES.
Also, as is often done for practical systems, the charging- and discharging-fluid flows are considered
steady and with time-independent properties, and modeled as one-dimensional.

6.4.2 Analysis of the Overall Process

For the cases considered (Figure 6.3), energy and exergy balances and efficiencies are provided for
the overall process.

Overall Energy Balance

Following Equations 6.3 and 6.3a, an energy balance for the overall storage process can be
written as

Energy input − (Energy recovered + Energy loss) = Energy accumulation (6.37)

or

(Ha − Hb) − [(Hd − Hc) + Ql] = �E (6.37a)

where Ha, Hb, Hc, and Hd are the total enthalpies of the flows at states a , b, c, and d , respectively;
Ql denotes the heat losses during the process and �E the accumulation of energy in the TES.
In Equation 6.37a, (Ha − Hb) represents the net heat delivered to the TES and (Hd − Hc) the
net heat recovered from the TES. The quantity in square brackets represents the net energy output
from the system. The terms �E and Ql are given by

�E = Ef − Ei (6.38)

Ql =
3∑

j=1

Ql,j (6.39)

Here Ei and Ef denote the initial and final energy contents of the storage, and Ql,j denotes
the heat losses during the period j , where j = 1, 2, 3 corresponds to the charging, storing, and
discharging periods, respectively. In the case of identical initial and final states, �E = 0, and the
overall energy balance simplifies.

Overall Exergy Balance

Following Equations 6.5 and 6.5a, an overall exergy balance can be written as

Exergy input − (Exergy recovered + Exergy loss) − Exergy consumption

= Exergy accumulation (6.40)

or

(∈a − ∈b) − [(∈d − ∈c) + Xl] − I = �� (6.40a)
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where ∈a,∈b,∈c, and ∈d are the exergies of the flows at states a , b, c, and d , respectively; and
Xl denotes the exergy loss associated with Ql; I is the exergy consumption; and �� is the exergy
accumulation. In Equation 6.40a, (∈a − ∈b) represents the net exergy input and (∈d − ∈c) is the
net exergy recovered. The quantity in square brackets represents the net exergy output from the
system. The terms I,Xl , and �� are given respectively by

I =
3∑

j=1

Ij (6.41)

Xl =
3∑

j=1

Xl,j (6.42)

�� = �f − �i (6.43)

Here, I1, I2, and I3 denote respectively the consumptions of exergy during the charging, storing,
and discharging periods; Xl,1, Xl,2, and Xl,3 denote the exergy losses associated with heat losses
during the same periods; and �i and �f denote the initial and final exergy contents of the storage.
When the initial and final states are identical, �� = 0.

The exergy content of the flow at the states k = a, b, c, d is evaluated as

∈k= (Hk − Ho) − To (Sk − So) (6.44)

where ∈k, Hk , and Sk denote the exergy, enthalpy, and entropy of state k , respectively, and Ho and
So the enthalpy and the entropy at the temperature To and pressure Po of the reference environment.
The exergy expression in Equation 6.44 only includes physical (or thermomechanical) exergy.
Potential and kinetic exergy components are, as pointed out earlier, considered negligible for the
devices under consideration. The chemical component of exergy is neglected because it does not
contribute to the exergy flows for sensible TES systems. Thus, the exergy differences between the
inlet and outlet for the charging and discharging periods are, respectively:

∈a −∈b = (Ha − Hb) − To (Sa − Sb) (6.45)

and

∈d −∈c = (Hd − Hc) − To (Sd − Sc) (6.46)

Here it has been assumed that To and Po are constant, so that Ho and So are constant at states
a and b, and at states c and d .

For a fully mixed tank, the exergy losses associated with heat losses to the surroundings are
evaluated following Equation 6.25 as

Xl,j =
∫ f

i

(
1 − To

Tj

)
dQl,j for j = 1, 2, 3 (6.47)

where j represents the particular period. If T1, T2, and T3 are constant during the respective charging,
storing, and discharging periods, then Xl,j may be written with Equation 6.25a as follows:

Xl,j =
(

1 − To

Tj

)
Ql,j (6.47a)

Sometimes when applying Equation 6.47a to TES systems, Tj represents a mean temperature
within the tank for period j .
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Overall Energy and Exergy Efficiencies

Following Equations 6.32 and 6.33, the energy efficiency η can be defined as

η = Energy recovered from TES during discharging

Energy input to TES during charging
= Hd − Hc

Ha − Hb

= 1 − Ql

Ha − Hb

(6.48)

and the exergy efficiency ψ as

ψ = Exergy recovered from TES during discharging

Exergy input to during charging
= ∈d − ∈c

∈a − ∈b

= 1 − Xl + I

∈a − ∈b

(6.49)

The efficiency expressions in Equations 6.48 and 6.49 do not depend on the initial energy and
exergy contents of the TES.

If the TES is adiabatic, Ql,j = Xl,j = 0 for all j . Then, the energy efficiency is fixed at unity
and the exergy efficiency simplifies to

ψ = 1 − I

∈a − ∈b

(6.49a)

emphasizing the point that even when TES boundaries are adiabatic and there are therefore no
energy losses, the exergy efficiency is less than unity due to internal irreversibilities.

6.4.3 Analysis of Subprocesses

Many different efficiencies based on energy and exergy can be defined for the charging, storing,
and discharging periods (as discussed in Section 6.5). In the present analysis of the subprocesses
(see Figure 6.3), only one set of efficiencies is considered.

Analysis of Charging Period

An energy balance for the charging period can be written as follows:

Energy input − Energy loss = Energy accumulation (6.50)

(Ha − Hb) − Ql,1 = �E1 (6.50a)

Here,

�E1 = Ef,1 − Ei,1 (6.51)

and Ei,1 and Ef,1 denote the initial and the final energy of the TES for the charging period. Note
that Ei,1 ≡ Ei (see Equation 6.38). A charging-period energy efficiency can be defined as

η1 = Energy accumulation in TES during charging

Energy input to TES during charging
= �E1

Ha − Hb

(6.52)

An exergy balance for the charging period can be written as

Exergy input − Exergy loss − Exergy consumption = Exergy accumulation (6.53)

(∈a − ∈b) − Xl,1 − I1 = ��1 (6.53a)

Here,

��1 = �f,1 − �i,1 (6.54)
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and �i,1 and �f,1 are the initial and the final exergy of the TES for the charging period. Note that
�i,1 ≡ �i (see Equation 6.43). A charging-period exergy efficiency can be defined as

ψ1 = Exergy accumulation in TES during charging

Exergy input to TES during charging
= ��1

∈a − ∈b

(6.55)

The charging efficiencies in Equations 6.52 and 6.55 indicate the fraction of the input
energy/exergy that is accumulated in the store during the charging period.

Analysis of Storing Period

An energy balance for the storing period can be written as

−Energy loss = Energy accumulation (6.56)

−Ql,2 = �E2 (6.56a)

Here,

�E2 = Ef,2 − Ei,2 (6.57)

and Ei,2(≡ Ef,1) and Ef,2 denote the initial and final energy contents of the TES for the storing
period. An energy efficiency for the storing period can be defined as

η2 = Energy accumulation in TES during charging and storing

Energy accumulation in TES during charging
= �E1 + �E2

�E1
(6.58)

Using Equation 6.56a, the energy efficiency can be rewritten as

η2 = �E1 − Ql,2

�E1
(6.58a)

An exergy balance for the storing period can be written as

−Energy loss − Exergy consumption = Exergy accumulation (6.59)

−Xl,2 − I2 = ��2 (6.59a)

Here,

��2 = �f,2 − �i,2 (6.60)

and �i,2(≡ �f,1) and �f,2 denote the initial and the final exergies of the system for the storing
period. An exergy efficiency for the storing period can be defined as

ψ2 = Exergy accumulation in TES during charging and storing

Exergy accumulation in TES during charging
= ��1 + ��2

��1
(6.61)

Using Equation 6.59a, the exergy efficiency can be rewritten as

ψ2 = ��1 − (
Xl,2 + I2

)
��1

(6.61a)

The storing efficiencies in Equations 6.58 and 6.61 indicate the fraction of the energy/exergy
accumulated during charging that is still retained in the store at the end of the storing period.
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Analysis of Discharging Period

An energy balance for the discharging period can be written as

−(Energy recovered + Energy loss) = Energy accumulation (6.62)

− [(Hd − Hc) + Ql,3
] = �E3 (6.62a)

Here,

�E3 = Ef,3 − Ei,3 (6.63)

and Ei,3(= Ef,2) and Ef,3 (= Ef in Equation 6.38) denote the initial and final energies of the store
for the discharging period. The quantity in square brackets represents the energy output during
discharging. An energy efficiency for the discharging period can be defined as

η3 = Energy recovered from TES during discharging

Energy accumulation in TES during charging and storing
= Hd − Hc

�E1 + �E2
(6.64)

Using Equation 6.56a, the energy efficiency can be rewritten as

η3 = Hd − Hc

�E1 − Q1,2
(6.64a)

An exergy balance for the discharging period can be written as follows:

−(Exergy recovered + Exergy loss) − Exergy consumption = Exergy accumulation (6.65)

−[(∈d − ∈c) + Xl,3] − I3 = ��3 (6.65a)

Here,

��3 = �f,3 − �i,3 (6.66)

and �i,3(= �f,2) and �f,3 (= �f in Equation 6.43) denote the initial and final exergies of the
store for the discharging period. The quantity in square brackets represents the exergy output during
discharging. An exergy efficiency for the discharging period can be defined as

ψ3 = Exergy recovered from TES during discharging

Exergy accumulation in TES during charging and storing
= ∈d − ∈c

��1 + ��2
(6.67)

Using Equation 6.59a, the exergy efficiency can be rewritten as

ψ3 = ∈d − ∈c

��1 − (Xl,2 + I2)
(6.67a)

The discharging efficiencies in Equations 6.64 and 6.67 indicate the fraction of the energy/exergy
input during charging and still retained at the end of storing that is recovered during discharging.

6.4.4 Alternative Formulations of Subprocess Efficiencies

Several alternative subprocess efficiency formulations, which can be useful depending upon the
inclination of the analyst and the application addressed, are given here.

In the expressions for the subprocess energy and exergy efficiencies, that is, in Equations 6.52,
6.55, 6.58a, 6.61a, 6.64a, and 6.67a, the terms �E1 and ��1 can be eliminated using Equations
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6.50a and 6.53a, respectively. After substitutions for �E1 and ��1 and minor rearrangement of
the equations, the following are obtained:

η1 = (Ha − Hb) − Q1,1

(Ha − Hb)
= 1 − Ql,1

Ha − Hb

(6.52a)

ψ1 = (∈a − ∈b) − (Xl,1 + I1)

(∈a − ∈b)
= 1 − Xl,1 + I1

∈a − ∈b

(6.55a)

η2 =
[
(Ha − Hb) − Ql,1

]− Ql,2

(Ha − Hb) − Ql,1
=

(Ha − Hb) −
2∑

j=1
Ql,j

(Ha − Hb) − Ql,1
= 1 − Ql,2

(Ha − Hb) − Ql,1

(6.58b)

ψ2 =
[
(∈a − ∈b) − (Xl,1 + I1)

]− [
Xl,2 + I2

]
(∈a − ∈b) − (Xl,1 + I1)

=
(∈a − ∈b) −

2∑
j=1

(Xl,j + Ij )

(∈a − ∈b) − (Xl,1 + I1)

= 1 − Xl,2 + I2

(∈a − ∈b) − (Xl,1 + I1)
(6.61b)

η3 = Hd − Hc

[(Ha − Hb) − Ql,1] − Ql,2
= Hd − Hc

(Ha − Hb) −
2∑

j=1
Ql,j

(6.64b)

ψ3 = ∈d − ∈c

[(∈a − ∈b) − (Xl,1 + I1)] − (Xl,2 + I2)
= ∈d − ∈c

(∈a − ∈b) −
2∑

j=1
(Xl,j + Ij )

(6.67b)

The above equations for η3 and ψ3 can be further modified if the terms in the numerators are
eliminated using Equations 6.37a and 6.40a with �E = �� = 0. Then,

η3 = (Ha − Hb) − Ql

(Ha − Hb) −
2∑

j=1
Ql,j

=
(Ha − Hb) −

3∑
j=1

Ql,j

(Ha − Hb) −
2∑

j=1
Ql,j

= 1 − Ql,3

(Ha − Hb) −
2∑

j=1
Ql,j

(6.64c)

ψ3 = (∈a − ∈b) − (Xl + I )

(∈a − ∈b) −
2∑

j=1
(Xl,j + Ij )

=
(∈a − ∈b) −

3∑
j=1

(Xl,j + Ij )

(∈a − ∈b) −
2∑

j=1
(Xl,j + Ij )

= 1 − Xl,3 + I3

(∈a − ∈b) −
2∑

j=1
(Xl,j + Ij )

(6.67c)

6.4.5 Relations between Performance of Subprocesses and Overall
Process

The total energy and exergy efficiencies can be written as the products of the energy and exergy
efficiencies of the charging, storing, and discharging periods. That is,

η =
3∏

j=1

ηj (6.68)
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ψ =
3∏

j=1

ψj (6.69)

The energy efficiency relationship can be verified by multiplying together Equations 6.52, 6.58a,
and 6.64a and comparing the result to Equation 6.48. Similarly, the exergy efficiency relationship
can be verified by comparing the product of Equations 6.55, 6.61a, and 6.67a to Equation 6.49a.
Equations 6.68 and 6.69 can also be shown to hold when using the alternative formulations of the
subprocess efficiencies.

In addition, it can be shown that the summations of the energy or exergy balance equations,
respectively, for the three subprocesses give the energy or exergy balance equations for the overall
process. This statement can be verified by noting that,

3∑
j=1

�Ej = E3,f − E1,i = Ef − Ei = �E (6.70)

3∑
j=1

��j = �3,f − �l,i = �f − �i = �� (6.71)

and by comparing the sum of Equations 6.50a, 6.56a, and 6.62a with Equation 6.37a for energy,
and by comparing the sum of Equations 6.53a, 6.59a, and 6.65a with Equation 6.40a for exergy.
In writing Equations 6.70 and 6.71, it has been noted that for period j ,

�Ej = Ef,j − Ei,j (6.72)

��j = �f,j − �i,j (6.73)

and that Ei,1 = Ei,Ef,3 = Ef , and Ei,j+1 = Ef,j for j = 1, 2, while analogous expressions hold
for the � terms.

6.4.6 Example

Consider two different thermal storages, each of which undergoes a similar charging process. In each
charging operation, heat is transferred to a closed thermal storage from a stream of 1000 kg of water
that enters at 85 ◦C and leaves at 25 ◦C (see Figure 6.4). Consider Cases A and B, representing two
different modes of operation. For Case A, heat is recovered from the storage after 1 day by a stream
of 5000 kg of water entering at 25 ◦C and leaving at 35 ◦C. For Case B, heat is recovered from the
storage after 100 days by a stream of 1000 kg of water entering at 25 ◦C and leaving at 75 ◦C.

Energy and exergy analyses of the overall processes are performed for both cases using super-
scripts A and B to denote Cases A and B, respectively. In both cases, the temperature of the
surroundings remains constant at 20 ◦C, and the final state of the storage is the same as the initial
state. Water is taken to be an incompressible fluid having a specific heat at constant pressure of
cp = 4.18 kJ/kg K, and heat exchanges during charging and discharging are assumed to occur at
constant pressure.

The numerical values used in the example were selected to illustrate the concepts discussed in
this section, and to resemble values for possible practical system configurations. Several physical
implications of the selected numerical values are as follows. First, the inlet and outlet temperatures
for the charging and discharging fluids imply that a stratified temperature profile exists in the
TES after charging. Secondly, the higher discharging-fluid temperature for Case B implies that a
greater degree of stratification is maintained during the storing period for Case B (or that greater
internal mixing occurs for Case A). Thirdly, the quantities of discharging fluid and the associated
temperatures imply that the discharging fluid is circulated through the TES at a greater rate for
Case A than for Case B.
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Charging (Cases A and B)

Discharging after 1 day (Case A) Discharging after 100 days (Case B)

1000 kg

85°C

25°C
(a)

(b) (c)

20°C surroundings

1000 kg
h = 83%

y = 73%
25°C

75°C
5000 kg

h = 83%

y = 27%
25°C

35°C

Figure 6.4 An example in which two cases are considered. Shown are the charging process, which is identical
for Cases A and B (a), the discharging process for Case A (b), and the discharging process for Case B (c)

Energy Analysis for the Overall Process

The net heat input to the storage during the charging period for each case is

Ha − Hb = m1cp(Ta − Tb) = 1000 kg × 4.18 kJ/kg K × (85 − 25) K = 250,800 kJ

For Case A, the heat recovered during the discharging period is

(Hd − Hc)
A = 5000 kg × 4.18 kJ/kg K × (35 − 25) K = 209,000 kJ

The energy efficiency of storage is (see Equation 6.48)

ηA = Heat recovered

Heat input
= (Hd − Hc)

A

Ha − Hb

= 209,000 kJ

250,800 kJ
= 0.833

The heat lost to the surroundings during storage is (see Equation 6.37a with �E = 0)

QA
l = (Ha − Hb) − (Hc − Hd)

A = 250,000 kJ − 209,000 kJ = 41,800 kJ

For Case B, the heat recovered during discharging, the energy efficiency, and the heat lost to
the surroundings can be evaluated similarly:

(Hd − Hc)
B = 1000 kg × 4.18 kJ/kg K × (75 − 25) K = 209,000 kJ

ηB = 209,000 kJ

250,800 kJ
= 0.833

QB
l = 250,800 kJ − 209,000 kJ = 41,800 kJ

The values of the three parameters evaluated above for Case B are the same as the corresponding
values for Case A.

Exergy Analysis for the Overall Process

The net exergy input during the charging period (∈a − ∈b) can be evaluated with Equation 6.45. In
that expression, the quantity (Ha − Hb) represents the net energy input to the store during charging,
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evaluated as 250,800 kJ in the previous subsection. Noting that the difference in specific entropy
can be written assuming incompressible substances having a constant specific heat as

sa − sb = cp ln
Ta

Tb

= 4.18
kJ

kg K
× ln

358 K

298 K
= 0.7667

kJ

kg K

the quantity To(Sa − Sb), which represents the unavailable part of the input heat, is

To(Sa − Sb) = Tom1(sa − sb) = 293 K × 1000 kg × 0.7667 kJ/kg K = 224,643 kJ

where m1 denotes the mass of the transport fluid cooled during the charging period. Then, the net
exergy input is

∈a −∈b = 250,800 kJ − 224,643 kJ = 26,157 kJ

The net exergy output during the discharging period (∈d − ∈c) can be evaluated using
Equation 6.46 and denoting the mass of the transport fluid circulated during the discharging period
as m3, in a similar three-step fashion for Cases A and B. For Case A,

(sd − sc)
A = cp ln

T A
d

T A
c

= 4.18
kJ

kg K
× ln

308 K

298 K
= 0.1379

kJ

kg K

To(Sd − Sc)
A = Tom

A
3 (sd − sc)

A = 293 K × 5000 kg × 0.1379 kJ/kg K = 202,023 kJ

(∈d − ∈c)
A = 209,000 kJ − 202,023 kJ = 6977 kJ

For Case B,

(sd − sc)
B = cp ln

T B
d

T B
c

= 4.18
kJ

kg K
× ln

348 K

298 K
= 0.6483

kJ

kg K

To(Sd − Sc)
B = Tom

B
3 (sd − sc)

B = 293 K × 1000 kg × 0.6483 kJ/kg K = 189,950 kJ

(∈d − ∈c)
B = 209,000 kJ − 189,950 kJ = 19,050 kJ

Thus, the exergy efficiency (see Equation 6.49) for Case A is

ψA = (∈d − ∈ c)
A

∈a − ∈b

= 6977 kJ

26,157 kJ
= 0.267

and for Case B

ψB = (∈d − ∈ c)
B

∈a − ∈b

= 19,050 kJ

26,157 kJ
= 0.728

which is considerably higher than for Case A.
The exergy losses (total) can be evaluated with Equation 6.40a (with �� = 0) as the sum of

the exergy loss associated with heat loss to the surroundings and the exergy loss due to internal
exergy consumptions:

(Xl + I )A = (∈a − ∈b) − (∈d − ∈c)
A = 26,157 kJ − 6977 kJ = 19,180 kJ

(Xl + I )B = (∈a − ∈b) − (∈d − ∈c)
B = 26,157 kJ − 19,050 kJ = 7107 kJ

Here, no attempt has been made to evaluate the individual values of the two exergy loss param-
eters. If it is assumed that heat is transferred at To to the surroundings, then XA

l = XB
l = 0, and

all the exergy losses are internal consumptions.
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Table 6.5 Comparison of the performance of a TES for two cases

Case A Case B

General parameters
Storing period (days) 1 100
Charging-fluid temperatures (in/out) (◦C) 85/25 85/25
Discharging-fluid temperatures (in/out) (◦C) 25/35 25/75

Energy parameters
Energy input (kJ) 250,800 250,800
Energy recovered (kJ) 209,000 209,000
Energy loss (kJ) 41,800 41,800
Energy efficiency (%) 83.3 83.3

Exergy parameters
Exergy input (kJ) 26,157 26,157
Exergy recovered (kJ) 6,977 19,050
Exergy loss (kJ) 19,180 7,107
Exergy efficiency (%) 26.7 72.8

Comparative Summary

The two cases are summarized and compared in Table 6.5. Although the same quantity of energy
is discharged for Cases A and B, a greater quantity of exergy is discharged for Case B. In addition,
Case B stores the energy and exergy for a greater duration of time.

6.4.7 Closure

This section demonstrates the application of exergy analysis to closed TES systems. The use
of exergy analysis clearly takes into account the external and temperature losses in TES oper-
ations, and hence it more correctly reflects their thermodynamic behavior. Exergy and energy
analyses do not quantitatively assess the value associated with the length of time the heat is
held in storage, so this factor must be considered separately. Other TES types are considered in
subsequent sections.

6.5 Appropriate Efficiency Measures for Closed TES Systems
Generally accepted standards have not been established for TES evaluation and comparison for at
least two reasons. First, many different but valid efficiency measures can be defined. As shown
in Table 6.3, for example, TES energy efficiency can be defined as the ratio of energy recovered
to energy input, or as the ratio of energy recovered and remaining in a TES to energy input and
originally in the TES; both definitions are reasonable but can yield different values in some circum-
stances. Secondly, while most TES efficiency definitions are based on energy, more meaningful
efficiencies can be defined based on exergy, which takes into account temperature level (and hence
quality) of the energy transferred.

In this section, several categories of TES energy and exergy efficiencies are discussed, following
an earlier analysis (Rosen, 1992b). The overall storage process and the charging, storing, and
discharging subprocesses are considered. An illustrative example is presented. This section is an
extension of the previous one where a limited set of TES efficiencies are considered and helps
determine which efficiencies are most appropriate in different circumstances.
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Qc
(Xc)

Ql
(Xl)

Qd
(Xd)

∆E
(∆Ξ + I )

Figure 6.5 The overall heat storage process, showing energy parameters (terms not in parentheses) and exergy
parameters (terms in parentheses)

6.5.1 TES Model Considered

As in Section 6.4, a simple TES model is considered, which undergoes a storage process (Figure 6.5)
involving distinct charging, storing, and discharging periods (Figure 6.6). The model is described in
Section 6.4.1. Heat is transferred at specified temperatures to and from the TES. For simplicity, only
the net thermal energy and thermal exergy transfers associated with material flows are considered
here, rather than the energy and exergy values of the material flows themselves.

6.5.2 Energy and Exergy Balances

Energy and exergy balances for the overall storage process (Figure 6.5) can be expressed, following
Equations 6.37 and 6.40, respectively, as

Qc − (Qd + Ql) = �E (6.74)

Xc − (Xd + Xl) − I = �� (6.75)

where Qc, Qd , and Ql denote respectively the heat input during charging, recovered during dis-
charging, and lost during the entire process; and Xc,Xd , and Xl denote respectively the exergy
transfers associated with Qc,Qd , and Ql . For the case of a complete cycle (i.e., a process with
identical initial and final states), �E = �� = 0. The exergy � can be written with Equation 6.18
which, for a tank of constant volume and a working fluid that behaves ideally, becomes

� = mcv[(T − To) − To ln(T /To)] (6.76)

where T , cv , and m respectively denote for the TES temperature, specific heat at constant volume,
and mass. The terms Ql, Xl, I,�E, and �� can be written in terms of subprocess values as in
Equations 6.39, 6.42, 6.70, and 6.71, respectively.

Qc
(Xc)

Ql, 1
(Xl, 1)

Ql, 2
(Xl, 2)

Ql, 3
(Xl, 3)

Qd
(Xd)

∆E1
(∆Ξ1 + I1)

∆E2
(∆Ξ2 + I2)

∆E3
(∆Ξ3 + I3)

Charging DischargingStoring

Figure 6.6 The three periods in the overall heat storage process (charging, storing, and discharging), showing
energy parameters (not in parentheses) and the exergy parameters (in parentheses)
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Energy and exergy balances, respectively, can be written for the charging period as in
Equations 6.50a (with Qc replacing Ha − Hb) and 6.53 (with Xc replacing ∈a − ∈b), for the
storing period as in Equations 6.56a and 6.59a, and for the discharging period as in Equations
6.62a (with Qd replacing Hd − Hc) and 6.65a (with Xd replacing ∈d − ∈c).

By introducing the definition E′ ≡ E − Eo, where E′ represents the TES energy content,
Equations 6.70 and 6.72 can be written as

�E = (Ef − Eo) − (Ei − Eo) = E′
f − E′

i (6.70a)

�Ej = (Ef,j − Eo) − (Ei,j − Eo) = E′
f,j − E′

i,j (6.72a)

The terms � and E′ are analogous (e.g., both are equal to zero at the dead state, i.e.,
�o = E′

o = 0).

6.5.3 Energy and Exergy Efficiencies

Since several quantities can be considered to be products and inputs for TES systems, various
efficiency definitions are possible. For each subprocess and the overall storage process, energy
and exergy efficiencies are evaluated here based on the quantities of heat transferred to and from
a TES, the temperatures at which the heat transfers occur, and the initial and final TES states.
Furthermore, for each energy and exergy efficiency, four cases are considered (where possible).
The initial energy or exergy in the store is neglected in Cases A and B , and accounted for in
Cases C and D , while the net accumulation of energy or exergy in the store is treated as a loss
for Cases A and C , and as a product for Cases B and D . Here, efficiency cases are denoted
by superscripts and, following the notation introduced earlier, efficiencies with subscripts denote
period efficiencies while efficiencies without subscripts denote overall efficiencies. Other efficiency
cases are possible but not considered here.

6.5.4 Overall Efficiencies

The following four overall energy efficiency η definitions are considered:

ηA = Energy recovered

Energy input
= 1 − Energy loss + Energy accumulation

Energy input

ηA = Qd

Qc

= 1 − Ql + �E

Qc

(6.77)

ηB = Energy recovered + Energy accumulation

Energy input
= 1 − Energy loss

Energy input

ηB = Qd + �E

Qc

= 1 − Ql

Qc

(6.77a)

ηC = Energy recovered

Energy input + Initial energy in store
= 1 − Energy loss + Final energy in store

Energy input + Initial energy in store

ηC = Qd

Qc + E′
i

= 1 − Ql + E′
f

Qc + E′
i

(6.77b)

ηD = Energy recovered + Final energy in store

Energy input + Initial energy in store
= 1 − Energy loss

Energy input + Initial energy in store

ηD = Qd + E′
f

Qc + E′
i

= 1 − Ql

Qc + E′
i

(6.77c)
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Four overall exergy efficiencies, analogous to those in Equations 6.77–6.77c, respectively,
are defined:

ψA = Xd

Xc

= 1 − Xl + I + ��

Xc

(6.78)

ψB = Xd + ��

Xc

= 1 − Xl + I

Xc

(6.78a)

ψC = Xd

Xc + �i

= 1 − Xl + I + �f

Xc + �i

(6.78b)

ψD = Xd + �f

Xc + �i

= 1 − Xl + I

Xc + �i

(6.78c)

Note that ηA = ηB = ηC = ηD if E′
i = E′

f = 0, and ψA = ψB = ψC = ψD if �i = �f = 0,
while ηA = ηB if �E = 0, and ψA = ψB if �� = 0. Also, if �E < 0 and �� < 0, the definitions
for Cases A and B do not provide rational measures of performance for normal applications, while
those for Cases C and D do. Furthermore, if the store is adiabatic, Ql,j = Xl,j = 0, and all the
efficiencies simplify (e.g., the energy efficiencies in Equations 6.77a and c become 100%).

6.5.5 Charging-Period Efficiencies

The following two energy efficiency definitions for the charging period are considered:

ηB
1 = Energy accumulation

Energy input
= 1 − Energy loss

Energy input

ηB
1 = �E1

Qc

= 1 − Ql,1

Qc

(6.79)

ηD
1 = Final energy in store

Energy input + Initial energy in store
= 1 − Energy loss

Energy input + Initial energy in store

ηD
1 = E′

f,1

Qc + E′
i,1

= 1 − Ql,1

Qc + E′
i,1

(6.79a)

Two analagous exergy efficiencies are defined:

ψB
1 = ��1

Xc

= 1 − Xl,1 + I1

Xc

(6.80)

ψD
1 = �F,1

Xc + �I,1
= 1 − XL,1 + I1

Xc + �I,1
(6.80a)

Meaningful charging-period efficiencies cannot be defined for Cases A and C , since accumula-
tions are treated as losses for these cases, resulting in the efficiencies reducing to zero.

6.5.6 Storing-Period Efficiencies

As for the charging period, only two sets of storing-period efficiencies can be defined. The two
energy efficiencies are

ηB
2 = Energy accumulation during charging and storing

Energy accumulation during charging

= 1 − Energy loss during storing

Energy accumulation during charging



264 Thermal Energy Storage

ηB
2 = �E1 + �E2

�E1
= 1 − Ql,2

�E1
(6.81)

ηD
2 = Final energy in store

Initial energy in store
= 1 − Energy loss during storing

Initial energy in store

ηD
2 = E′

f,2

E′
i,2

= 1 − Ql,2

E′
i,2

(6.81a)

and the two corresponding exergy efficiencies are

ψB
2 = ��1 + ��2

��1
= 1 − Xl,2 + I2

��1
(6.82)

ψD
2 = �f,2

�i,2
= 1 − Xl,2 + I2

�i,2
(6.82a)

It can be shown that ηB
2 = ηD

2 if E′
i,1 = 0, and ψB

2 = ψD
2 if �i,1 = 0.

6.5.7 Discharging-Period Efficiencies

Four discharging-period energy efficiencies are considered:

ηA
3 = Qd

�E1 + �E2
= 1 − �E + Ql,3

�E1 + �E2
(6.83)

where Qd is energy recovered, �E1 and �E2 are energy accumulation during charging and storing,
�E is overall energy accumulation, and Ql,3 is energy loss.

ηB
3 = Qd + �E

�E1 + �E2
= 1 − Ql,3

�E1 + �E2
(6.83a)

where Qd is energy recovered, �E1 and �E2 are energy accumulation during charging and storing,
�E is overall energy accumulation, and Ql,3 is energy loss.

ηC
3 = Energy recovered

Initial energy in store
= 1 − Final energy in store + Energy loss

Initial energy in store

ηC
3 = Qd

E′
i,3

= 1 − E′
f,3 + Ql,3

E′
i,3

(6.83b)

ηD
3 = Energy recovered + Final energy in store

Initial energy in store
= 1 − Energy loss

Initial energy in store

ηD
3 = Qd + E′

f,3

E′
i,3

= 1 − Ql,3

E′
i,3

(6.83c)

Four analogous exergy efficiencies are defined:

ψA
3 = Xd

��1 + ��2
= 1 − �� + Xl,3 + I3

��1 + ��2
(6.84)

ψB
3 = Xd + ��

��1 + ��2
= 1 − Xl,3 + I3

��1 + ��2
(6.84a)

ψC
3 = Xd

�i,3
= 1 − Xl,3 + I3 + �f,3

�i,3
(6.84b)

ψD
3 = Xd + �f,3

�i,3
= 1 − Xl,3 + I3

�i,3
(6.84c)
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6.5.8 Summary of Efficiency Definitions

The efficiency definitions in the four preceding subsections are summarized in Table 6.6. Although
all the efficiencies are useful in specific applications, the choice of definition depends on the specific
application and the aspect of performance considered critical. Many of the efficiencies discussed
here are applied in practice and some are used in Section 6.4, but with Qc (or Xc) given as the
difference between the total enthalpy (or exergy) of the fluid passing into and out of the store
during charging, and Qd (or Xd ) as the corresponding difference during discharging.

For the assumptions considered in this section, it can be shown for Cases B and D that the
overall efficiency is the product of the three corresponding subprocess efficiencies, that is,

ηB =
3∏

j=1

ηB
j (6.85)

ηD =
3∏

j=1

ηD
j (6.86)

ψB =
3∏

j=1

ψB
j (6.87)

ψD =
3∏

j=1

ψD
j (6.88)

Table 6.6 Summary of possible efficiency definitions for closed TES systemsa

Energy Efficiency, η

Period Case A Case B Case C Case D

Overall
Qd

Qc

Qd + �E

Qc

Qd

Qc + E′
i

Qd + E′
f

Qc + E′
i

Charging (1) –
�E + 1

Qc

–
E′

f,1

Qc + E′
i,1

Storing (2) –
�E1 + �E2

�E1
–

E′
f,2

E′
i,2

Discharging (3)
Qd

�E1 + �E2

Qd + �E

�E1 + �E2

Qd

E′
i,3

Qd + E′
f,3

E′
i,3

Exergy Efficiency, ψ

Period Case A Case B Case C Case D

Overall
Xd

Xc

Xd + ��

Xc

Xd

Xc + �i

Xd + �f

Xc + �i

Charging (1) –
��1

Xc

–
�f,1

Xc + �i,1

Storing (2) –
��1 + ��2

��1
–

�f,2

�i,2

Discharging (3)
Xd

��1 + ��2

Xd + ��

��1 + ��2

Xd

�i,3

Xd + �f,3

�i,3

aCharging and storing efficiencies are not defined for Cases A and C. The cases listed across the top
are denoted by superscripts, and the periods along the left side by subscripts (e.g., the lower left entry
corresponds to ηA

3 and the upper right entry to ψD).
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By noting the similarities between Cases A and B and between Cases C and D , it can also be
shown that

ηA = ηB
1 ηB

2 ηA
3 (6.89)

ηC = ηD
1 ηD

2 ηC
3 (6.90)

ψA = ψB
1 ψB

2 ψA
3 (6.91)

ψC = ψD
1 ψD

2 ψC
3 (6.92)

6.5.9 Illustrative Example

Problem Statement

A TES that undergoes discrete charging, storing, and discharging processes is considered. Three
modes of operation are considered and defined according to the sign of the energy and exergy
accumulations during the overall storing process:

I. �E > 0 and �� > 0;
II. �E = �E� = 0, that is, a complete storage cycle; and

III. �E < 0 and �� < 0.

For all modes of operation, and with values in kilojoules, Qc = 100, Ql,1 = Ql,3 = 5, Ql,2 =
10, E′

i,1 = 20, Xl,j = 0 for all j, �i,1 = 1, I1 = 4, and I2 = I3 = 1. For modes I, II, and III,
respectively, Qd is 60, 80, and 100 kJ. Also, Xc = 0.1 × Qc and Xd = 0.05 × Qd . Note that the
specification of the exergy parameters involves assumptions regarding the temperatures associated
with the heat transfers Qc, Qd , and Ql,j (e.g., the fact that Xl,j = 0 and Ql,j = 0 for all j , implies
that heat transfers Ql,j occur at the environmental temperature To). The specified parameter values
are chosen so as to represent a realistic but simple case.

Results and Discussion

Unknown parameter values are evaluated using the previously specified values and energy and
exergy balances. Following the format of Figure 6.6, all relevant values are summarized illustratively
in Figure 6.7 for energy parameters and in Figure 6.8 for exergy parameters. Since the charging and
storing processes are identical for all three modes of operation, they are illustrated only once, while
the discharging process is shown for each operation mode. Values for �E and �� are not shown
in Figures 6.7 and 6.8, but by substituting subprocess values for �Ej and ��j from Figures 6.7
and 6.8 into Equations 6.70 and 6.71, can be shown to be (in kJ) as follows: �E = 20 and �� = 1
for mode of operation I, �E = �� = 0 for mode II, and �E = −20 and �� = −1 for mode III.
The exergy values associated with all heat transfers in Figure 6.8 are significantly less than the
corresponding energy values in Figure 6.7, reflecting the fact that for most TES applications, the
temperatures associated with all heat transfers are relatively low (between To and 2To). These values
indicate that the usefulness of thermal energy transferred at a practical temperature is significantly
less than an equal quantity of any work-equivalent energy form.

Efficiencies are evaluated according to the expressions in Table 6.6, and tabulated in the same
format in the top, middle, and bottom sections of Table 6.7 for operation modes I, II, and III,
respectively. The corresponding efficiencies for modes I to III are the same for charging and storing
since these processes are independent of mode of operation. Several points are demonstrated in
Table 6.7. First, all exergy efficiency values are less than the corresponding energy efficiency values,
due to the degradation of temperature as heat is transferred and stored. Since this degradation is
reflected in efficiencies based on exergy and not in those based on energy, exergy efficiencies are



Energy and Exergy Analyses of Thermal Energy Storage Systems 267

Qc = 100

Qd = 60

Qd = 80

Qd = 100

Ql, 1 = 5 Ql, 2 = 10 Ql, 3 = 5

Ql, 3 = 5

Ql,3 = 5

Charging Discharging

Mode I

Mode II

Mode III

Storing

∆E1 = 95
E'f, 1 = 115
E'i, 1 = 20

∆E2 = −10
E'f, 2 = 105

∆E3 = −85
E'f, 3 = 20

∆E3 = −65
E'f, 3 = 40

∆E3 = −105
E'f, 3 = 0

Figure 6.7 Energy values (in kJ) for the example, showing the three modes of operation (I, II, and III) and
the three storing periods (charging, storing, and discharging)

considered more meaningful. Second, for energy and exergy efficiencies for all periods, the values of
the calculated efficiencies are different for Cases A to D . The achievement of consistent comparisons
and evaluations of performance requires that care be exercised in selecting efficiency definitions.
Third, some efficiency values are not meaningful because they are not based on rational measures of
performance for the operation mode considered. For example, consider, for Case A and operation
mode III, the overall energy efficiency (ηA = 100%), the discharging energy efficiency (ηA

3 =
118%), and the discharging exergy efficiency (ψA

3 = 100%). These efficiency values consider the
percentage of the input energy or exergy that is discharged, but are not rational measures because
they do not account for the fact that part of the discharged energy and exergy is attributable to
energy and exergy in the TES before the charging process began. Thus, the efficiency definitions
presented for Cases B to D are more meaningful for mode of operation III.

Several generalizations can be made for each of the three modes of operation with respect to
the validity and meaningfulness of the efficiency definitions for the different cases. For mode I, the
definitions for Cases B and D are preferred. The definitions for Cases A and C , although valid, can
be misleading because they neglect the fact that some of the charging energy or exergy increases the
internal energy or exergy of the TES. For mode II (the complete storage cycle), the definitions for
all cases are valid and meaningful. For mode III, the definitions for Cases B and D are preferred.
As discussed in the previous paragraph, the definition for Case A is not rational for mode III, while
that for Case C , although valid, can be misleading.

6.5.10 Closure

Several key points are discussed in this section. First, many valid and meaningful TES efficiency
definitions exist. Differences in definitions normally depend on which quantities are considered to
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Figure 6.8 Exergy values (in kJ) for the example, showing the three modes of operation and the three storing
periods

Table 6.7 Efficiency values (in %) for the illustrative example

Energy efficiency, η Exergy efficiency, ψ

Period A B C D A B C D

Mode of operation I
Overall 60 80 50 83 30 40 27 45
Charging (1) – 95 – 96 – 60 – 64
Storing (2) – 89 – 91 – 83 – 86
Discharging (3) 71 94 57 95 60 80 50 83
Mode of operation II
Overall 80 80 67 83 40 40 36 45
Charging (1) – 95 – 96 – 60 – 64
Storing (2) – 89 – 91 – 83 – 86
Discharging (3) 94 94 76 95 80 80 67 83
Mode of operation III
Overall 100 80 83 83 50 40 45 45
Charging (1) – 95 – 96 – 60 – 64
Storing (2) – 89 – 91 – 83 – 86
Discharging (3) 118 94 95 95 100 80 83 83
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be products and inputs. Second, different efficiency definitions are appropriate in different situations
and when different aspects of performance are being evaluated. Of course, efficiency comparisons
for different TES systems are logical only if the efficiencies are based on common definitions.
Third, exergy efficiencies, because they measure how nearly a system approaches ideal perfor-
mance and account for the loss of temperature in TES systems, are generally more meaningful
and illuminating than energy efficiencies, and may prove useful in establishing standards for TES
evaluation and comparison.

6.6 Importance of Temperature in Performance Evaluations
for Sensible TES Systems

Being energy-based, most existing TES evaluation measures disregard the temperatures associated
with the heat injected into and recovered from a TES. Examining energy efficiencies alone can result
in misleading conclusions because such efficiencies weight all thermal energy equally. Exergy
efficiencies acknowledge that the usefulness of thermal energy depends on its quality, which is
related to its temperature level, and are therefore more suitable for determining how advantageous
is one TES relative to another.

This section discusses the importance of temperature in TES performance evaluations, following
an earlier report (Rosen, 1991). The energy and exergy efficiencies for a simple sensible TES system
are compared and the differences between them highlighted. It is demonstrated that exergy analysis
weights the usefulness of thermal energy appropriately, while energy analysis tends to present
overly optimistic views of TES performance by neglecting the temperature levels associated with
thermal energy flows. The concepts are illustrated by examining several TES systems.

6.6.1 Energy, Entropy, and Exergy Balances for the TES System

Consider a process involving only heat interactions and occurring in a closed system for which
the state is the same at the beginning and end of the process. Balances of energy and exergy,
respectively, can be written for the system using Equations 6.3b and 6.5b as follows:∑

r

Qr = 0 (6.93)

∑
r

Xr − I = 0 (6.94)

where I denotes the exergy consumption, and Xr denotes the exergy associated with Qr , the heat
transferred into the system across region r at temperature Tr . Note that the exergetic temperature
factor τ is illustrated as a function of the temperature ratio T/To in Figure 6.1, and these parameters
are compared with the temperature T in Table 6.8 for above-environmental temperatures (i.e., for
T ≥ To), the temperature range of interest for most heat storages.

6.6.2 TES System Model Considered

Consider the overall storage process for the general TES system shown in Figure 6.9. Heat Qc

is injected into the system at a constant temperature Tc during a charging period. After a storing
period, heat Qd is recovered at a constant temperature Td during a discharging period. During all
periods, heat Ql leaks from the system at a constant temperature Tl and is lost to the surroundings.

For normal heating applications, the temperatures Tc, Td , and Tl exceed the environment tem-
perature To, but the discharging temperature cannot exceed the charging temperature. Hence, the
exergetic temperature factors for the charged and discharged heat are subject to the constraint
0 ≤ τd ≤ τc ≤ 1.
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Table 6.8 Relation between several temperature
parameters for above-environment temperaturesa

T /T o T (K) τ

1.00 283 0.00
1.25 354 0.20
1.50 425 0.33
2.00 566 0.50
3.00 849 0.67
5.00 1415 0.80
10.00 2830 0.90
100.00 28,300 0.99
Infinity Infinity 1.00

aThe reference-environment temperature is
To = 10 ◦C = 283 K.

Qc
(Tc)

Ql
(Tl)

Qd
(Td)

TES

Figure 6.9 The overall heat storage process for a general TES system. Shown are heat flows and associated
temperatures at the TES boundary (terms in parentheses). The corresponding energy and exergy parameters are
shown for this system in Figure 6.5

6.6.3 Analysis

The energy and exergy balances in Equations 6.93 and 6.94, respectively, can be written for the
modeled system as

Qc = Qd + Ql (6.93a)

and

Xc = Xd + Xl + I (6.94a)

With Equation 6.25a, the exergy balance can be expressed as

Qcτc = Qdτd + Qlτl + I (6.94b)

Following the general energy and exergy efficiency statements in Equations 6.32 and 6.33, the
energy efficiency can be written for the modeled system as

η = Qd

Qc

(6.95)

and the exergy efficiency (with Equations 6.25a and 6.95) as

ψ = Xd

Xc

= Qdτd

Qcτc

= τd

τc

η (6.96)
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6.6.4 Comparison of Energy and Exergy Efficiencies

An illuminating parameter for comparing the efficiencies is the ratio ψ/η. For the general TES
system above, Equation 6.96 implies that the energy-efficiency-to-exergy-efficiency ratio can be
expressed as

ψ

η
= τd

τc

(6.97)

With Equation 6.25a, Equation 6.97 can be alternatively expressed as

ψ

η
= (Td − To)Tc

(Tc − To)Td

(6.97a)

The ratio ψ/η is plotted against τd for several values of τc in Figure 6.10. It is seen that ψ/η

varies linearly with τd for a given value of τc. Also, if the product heat is delivered at the charging
temperature (i.e., τd = τc), ψ = η, while if the product heat is delivered at the temperature of the
environment (i.e., τd = 0), ψ = 0 regardless of the charging temperature. In the first case, there is
no loss of temperature during the entire storage process, while in the second there is complete loss
of temperature. The largest deviation between values of ψ and η occurs in the second case.

The deviation between ψ and η is significant for most present day TES systems. This can be seen
by noting that (i) most TES systems operate between charging temperatures as high as Tc = 130 ◦C
and discharging temperatures as low as Td = 40 ◦C, and (ii) a difference of about 30◦C between
charging and discharging temperatures is utilized in most TES systems (i.e., Tc − Td = 30◦C).
With Equation 6.26 and To = 10◦C, the first condition can be shown to imply for most present day
systems that 0.1 ≤ τd ≤ τc ≤ 0.3. Since it can be shown with Equation 6.26 that

τc − τd = (Tc − Td)To

TcTd

(6.98)

the difference in exergetic temperature factor varies roughly between 0.06 and 0.08. Then the value
of the exergy efficiency is nearly 50–80% of that of the energy efficiency.

1

1

0.5

0.5
td

0

y/h

0

0.0 0.2 0.4 0.6 0.8 1.0 = tc

Figure 6.10 Energy-efficiency-to-exergy-efficiency ratio, ψ/η, as a function of the discharging exergetic
temperature factor τd , for several values of the charging exergetic temperature factor τc
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Table 6.9 Values of the ratio ψ/η for a range of practical
values for Td and Tc

a

Discharging temperature, Charging temperature, Tc (◦C)

Td (◦C) 40 70 100 130

40 1.00 0.55 0.40 0.32
70 – 1.00 0.72 0.59
100 – – 1.00 0.81
130 – – – 1.00

aThe reference-environment temperature is To = 10 ◦C =
283 K.

6.6.5 Illustration

The ratio ψ/η is illustrated in Table 6.9 for a simple TES having charging and discharging temper-
atures ranging between 40 ◦C and 130 ◦C, and a reference-environment temperature of To = 10◦C.
The energy and exergy efficiencies differ (with the exergy efficiency always being the lesser of the
two) when Td < Tc, and the difference becomes more significant as the difference between Tc and
Td increases. The efficiencies are equal only when the charging and discharging temperatures are
equal (i.e., Td = Tc), and no values of the ratio ψ/η are reported for the cases when Tc < Td , since
such situations are not physically possible. Unlike the exergy efficiencies, the energy efficiencies
tend to appear overly optimistic, in that they only account for losses attributable to heat leakages
but ignore temperature degradation.

6.6.6 Closure

This section demonstrates the importance of temperature in TES performance evaluations. Exergy
efficiencies are seen to be more illuminating than energy efficiencies because they weight heat flows
appropriately, being sensitive to both the fraction of the heat injected into a TES that is recovered
and the temperature at which heat is recovered relative to the temperature at which it is injected.
Energy efficiencies are only sensitive to the first of the above factors. TES energy efficiencies are
good approximations to exergy efficiencies when there is little temperature degradation, as thermal
energy quantities then have similar qualities. In most practical situations, however, thermal energy is
injected and recovered at significantly different temperatures, making energy efficiencies both poor
approximations to exergy efficiencies and prone to lead to erroneous interpretations and conclusions.

6.7 Exergy Analysis of Aquifer TES Systems
Underground aquifers are the storage type considered in this section (Jenne, 1992). The storage
medium in many aquifer thermal energy storage (ATES) systems remains in a single phase during
the storing cycle, so that temperature changes are exhibited in the store as thermal energy is
added or removed. To assess ATES systems and to integrate them into larger thermal systems
properly, their characteristics must be accurately expressed. As for TES systems, standards have
not been established for evaluating and comparing the performance of different ATES systems,
and conventional energy-based performance measures are often misleading. Exergy methods are
advantageous in this regard.

In this section, the application of exergy analysis to ATES systems is described, following a pre-
vious assessment (Rosen, 1999b). For an elementary ATES model, expressions are presented for the
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injected and recovered quantities of energy and exergy and for efficiencies. The impact is examined
of introducing a threshold temperature below which residual heat remaining in the aquifer water
is not considered worth recovering. ATES exergy efficiencies are demonstrated to be more useful
and meaningful than energy efficiencies because the former account for the temperatures associated
with thermal energy transfers and consequently assess how nearly ATES systems approach ideal
thermodynamic performance. ATES energy efficiencies do not provide a measure of approach to
ideal performance and, in fact, are often misleadingly high because some of the thermal energy
can be recovered at temperatures too low for useful purposes. A case study using realistic ATES
parameter values is presented.

6.7.1 ATES Model

Charging of the ATES occurs over a finite time period tc and after a holding interval discharging
occurs over a period td . The working fluid is water, having a constant specific heat c, and assumed
incompressible. The temperature of the aquifer and its surroundings prior to heat injection is To,
the reference-environment temperature. Only heat stored at temperatures above To is considered,
and pump work is neglected.

Charging and Discharging

During charging, heated water at a constant temperature Tc is injected at a constant mass flow rate
ṁc into the ATES. Then, after a storing period, discharging occurs, during which water is extracted
from the ATES at a constant mass flow rate ṁd . The fluid discharge temperature is taken to be
a function of time, that is, Td = Td(t). The discharge temperature after an infinite time is taken
to be the temperature of the reference-environment, that is, Td(∞) = To, and the initial discharge
temperature is taken to be between the charging and reference-environment temperatures, that is,
To ≤ Td(0) ≤ Tc.

Many discharge temperature–time profiles are possible. The discharge temperature may be taken
to decrease linearly with time from an initial value Td(0) to a final value To. The final temperature
is reached at a time tf and remains fixed at To for all subsequent times, that is,

Td(t) =
{

Td(0) − (Td(0) − Tot/tf , 0 ≤ t ≤ tf

T0, tf ≤ t ≤ ∞
(6.99)

Alternatively, the discharge temperature can be expressed as

Td(t) = To + (Td(0) − To)e
−αt (6.99a)

Here, the discharge temperature decreases with time asymptotically toward the environment
temperature To, at a rate controlled by the arbitrary constant α. Of course, these and other models
of discharging temperature–time profiles are simply elementary representations of events that are
often more complicated in actual devices.

The simple linear discharge temperature–time profile (Equation 6.99) is used here because,
for the purposes of this section, most of the other possible discharge temperature–time profiles
are inconveniently complex mathematically. The linear profile is sufficiently realistic and simple
to illustrate the importance of using exergy analysis in ATES evaluation and comparison, with-
out obscuring the central ideas of the section. The temperature–time profiles considered in the
present model for the fluid flows during the charging and discharging periods are summarized
in Figure 6.11.
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Figure 6.11 Temperature–time profiles assumed for the charging and discharging periods in the ATES model
considered

Thermodynamic Losses

The two main types of thermodynamic losses that occur in ATES systems are accounted for in
the model:

• Energy losses. Energy injected into an ATES that is not recovered is considered lost. Thus,
energy losses include energy remaining in the ATES at a point where it could still be recovered
if pumping were continued, and energy injected into the ATES that is convected in a water flow
or is transferred by conduction far enough from the discharge point that it is unrecoverable,
regardless of how much or how long water is pumped out of the ATES. The effect of energy
losses is that less than 100% of the injected energy is recoverable after storage.

• Mixing losses. As heated water is pumped into an ATES, it mixes with the water already present
(which is usually cooler), resulting in the recovered water being at a lower temperature than the
injected water. In the present model, this loss results in the discharge temperature Td being at all
times less than or equal to the charging temperature Tc, but not below the reference-environment
temperature To(i.e., To ≤ Td(t) ≤ Tc for 0 ≤ t ≤ ∞).

6.7.2 Energy and Exergy Analyses

To perform energy and exergy analyses of ATES systems, the quantities of energy and exergy
injected during charging and recovered during discharging must be evaluated. The energy flow
associated with a flow of liquid at a constant mass flow rateṁ,for an arbitrary period of time with
T a function of t , is

E =
∫
t

Ė(t)dt (6.100)

where the integration is performed over the time period, and the energy flow rate at time t is

Ė(t) = ṁc(T (t) − To) (6.101)

Here c denotes the specific heat of the liquid. Combining Equations 6.100 and 6.101 for constant
ṁ, c, and To,

E = ṁc

∫
t

(T (t) − To)dt (6.100a)

The corresponding exergy flow is

∈ =
∫
t

∈̇(t)dt (6.102)
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where the exergy flow rate at time t is

∈̇(t) = ṁc[(T (t) − To) − To ln(T (t)/To)] (6.103)

Combining Equations 6.102 and 6.103, and utilizing Equation 6.100a,

∈ = ṁc

∫
t

[(T (t) − To) − To ln(T (t)/To)]dt = E − ṁcTo

∫
t

ln(T (t)/To)dt (6.102a)

Charging

The energy input to the ATES during charging, for a constant water injection rate ṁc and over a
time period beginning at zero and ending at tc, is expressed by Equation 6.100a with T (t) = Tc.
That is,

Ec = ṁcc

tc∫
t=0

(Tc − To)dt = ṁcctc(Tc − To) (6.104)

The corresponding exergy input is expressed by Equation 6.102a, with the same conditions as
for Ec. Thus, after integration,

∈c = ṁcctc[(Tc − To) − To ln(Tc/To)] = Ec − ṁcctcTo ln(Tc/To) (6.105)

Discharging

The energy recovered from the ATES during discharging, for a constant water recovery rate ṁd

and for a time period starting at zero and ending at td , is expressed by Equation 6.100a with T (t)

as in Equation 6.99. Thus,

Ed = ṁdc

td∫
t=0

(Td(t) − To)dt = ṁdc[Td(0) − To]θ(2tf − θ)/(2tf ) (6.106)

where

θ =
{

td , 0 ≤ td ≤ tf

tf , tf ≤ td ≤ ∞
(6.107)

The corresponding exergy recovered is expressed by Equation 6.102a, with the same conditions
as for Ed . Thus,

∈d = ṁdc

td∫
t=0

[(Td(t) − To) − To ln(Td(t)/To)]dt = Ed − ṁdcTo

td∫
t=0

ln(Td(t)/To)dt (6.108)

Here,

td∫
t=0

ln (Td(t)/To) dt =
td∫

t=0

ln(at + b)dt = [(aθ + b)/a] ln(aθ + b) − θ − (b/a) ln b (6.109)

where

a = [To − Td(0)]/(Totf ) (6.110)

b = Td(0)/To (6.111)
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When td ≥ tf , the expression for the integral in Equation 6.109 reduces to

td∫
t=0

ln(Td(t)/To)dt = tf

[
Td(0)

Td(0) − To

ln
Td(0)

To

− 1

]
(6.109a)

Energy and Exergy Balances

An ATES energy balance taken over a complete charging–discharging cycle states that the energy
injected is either recovered or lost. A corresponding exergy balance states that the exergy injected
is either recovered or lost, where lost exergy is associated with both waste exergy emissions and
internal exergy consumptions due to irreversibilities.

If f is defined as the fraction of injected energy Ec that can be recovered if the length of the
discharge period approaches infinity (i.e., water is extracted until all recoverable energy has been
recovered), then

Ed(td → ∞) = fE c (6.112)

It follows from the energy balance that (1 − f )Ec is the energy irreversibly lost from the ATES.
Clearly, f varies between zero for a thermodynamically worthless ATES and unity for an ATES
having no energy losses during an infinite discharge period. (Note that even if f = 1, the ATES
can still have mixing losses that reduce the temperature of the recovered water and consequently
cause exergy losses.) Since Ec is given by Equation 6.104 and Ed(td → ∞) by Equation 6.106
with θ = tf , Equation 6.112 may be rewritten as

ṁdc(Td(0) − To)tf /2 = f ṁcc(Tc − To)tc (6.112a)

or, after rearranging,

f = tf ṁd (Td(0) − To)

2tcṁc(Tc − To)
(6.112b)

Since Td(0) can vary from To to Tc, the temperature-related term (Td(0) − To)/(Tc − To), like
f , varies between zero and unity. The time ratio tf /tc and mass flow rate ratio ṁd/ṁc can both
take on any positive values, subject to the above equality.

Efficiencies and Losses

For either energy or exergy, efficiency is defined as the fraction, taken over a complete cycle, of
the quantity input during charging that is recovered during discharging, while loss is the difference
between input and recovered amounts of the quantity. Hence, the energy loss as a function of
the discharge time period is given by [Ec − Ed(td)], while the corresponding exergy loss is given
by [∈c − ∈d (td)]. It is emphasized that energy losses do not reflect the temperature degradation
associated with mixing, while exergy losses do.

The energy efficiency η for an ATES, as a function of the discharge time period, is

η(td) = Ed(td )

Ec

= ṁd(Td(0) − To)

ṁc(Tc − To)

θ(2tf − θ)

2tf tc
(6.113)

and the corresponding exergy efficiency ψ by

ψ(td) = ∈d(td )/ ∈c (6.114)
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Note that the energy efficiency in Equation 6.113 simplifies when the discharge period td
exceeds tf , that is, η(td ≥ tf ) = f . Thus, for an ATES in which all injected energy is recoverable
during an infinite discharge period, that is, f = 1, the energy efficiency can reach 100% if the
discharge period td is made long enough. The corresponding exergy efficiency, however, remains
less than 100% because due to mixing losses, much of the heat is recovered at near-environmental
temperatures. Only a thermodynamically reversible storage, which would never be an objective
since such other factors as economics must be considered, would permit the achievement of an
exergy efficiency of 100%.

6.7.3 Effect of a Threshold Temperature

In practice, it is not economically feasible to continue the discharge period until as much recov-
erable heat as possible is recovered. As the discharge period increases, water is recovered from
an ATES at ever-decreasing temperatures (ultimately approaching the reference-environment tem-
perature To), and the energy in the recovered water is of decreasing usefulness. Exergy analysis
reflects this phenomenon, as the magnitude of the recovered exergy decreases as the recovery tem-
perature decreases. To determine the appropriate discharge period, a threshold temperature Tt is
often introduced, below which the residual energy in the aquifer water is not considered worth
recovering from an ATES. For the linear temperature–time relation used here (see Equation 6.99),
it is clear that no thermal energy could be recovered over a cycle if the threshold temperature
exceeds the initial discharge temperature, while the appropriate discharge period can be evaluated
using Equation 6.99 with Tt replacing Td(t) for the case where To ≤ Tt ≤ Td(0). Thus,

td =




Td(0) − Tt

Td(0) − To

tf , To ≤ Tt ≤ Td(0)

0, Td(0) ≤ T

(6.115)

The effect of a threshold temperature in practice, therefore, is to place an upper limit on the allow-
able discharge time period. Utilizing a threshold temperature usually has the effect of decreasing
the difference between the corresponding energy and exergy efficiencies.

6.7.4 Case Study

Background

In this case study, experimental data are used from the first of four short-term ATES test cycles,
using the Upper Cambrian Franconia–Ironton–Galesville confined aquifer. The test cycles were
performed at the University of Minnesota’s St. Paul campus from November 1982 to December
1983 (Hoyer et al., 1985). During the test, water was pumped from the source well, heated in a
heat exchanger, and returned to the aquifer through the storage well. After storage, energy was
recovered by pumping the stored water through a heat exchanger and returning it to the supply
well. The storage and supply wells are located 255 m apart.

For the test cycle considered here, the water temperature and volumetric flow rate vary with time
during the injection and recovery processes as shown in Figure 6.12. The storage period duration
(13 days) is also shown. Charging occurred during 5.24 days over a 17-day period. The water
temperature and volumetric flow rate were approximately constant during charging, and had mean
values of 89.4 ◦C and 18.4 l/s, respectively. Discharging also occurred over 5.24 days, approximately
with a constant volumetric flow rate of water and linearly decreasing temperature with time. The
mean volumetric flow rate during discharging was 18.1 l/s, and the initial discharge temperature
was 77 ◦C, while the temperature after 5.24 days was 38 ◦C. The ambient temperature was reported
to be 11 ◦C.
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Figure 6.12 Observed values for the temperature and volumetric flow rate of water, as a function of time
during the charging and discharging periods, for the experimental test cycles used in the ATES case study

Assumptions and Simplifications

In subsequent calculations, mean values for volumetric flow rates and charging temperature are used.
Also, the specific heat and density of water are both taken to be fixed, at 4.2 kJ/kg K and 1000 kg/m3,
respectively. Since the volumetric flow rate (in L/s) is equal to the mass flow rate (in kg/s) when
the density is 1000 kg/m3, ṁc = 18.4 kg/s and ṁd = 18.1 kg/s. Also, the reference-environment
temperature is fixed at the ambient temperature, that is, To = 11◦C = 284 K.

Analysis and Results

During charging, it can be shown using Equations 6.104 and 6.105, with tc = 5.24 d = 453,000 s
and Tc = 89.4 ◦C = 362.4 K, that

Ec = (18.4 kg/s)(4.2 kJ/kg K)(453,000 s)(89.4 ◦C − 11 ◦C) = 2.74 × 109 kJ

and

∈c = 2.74 × 109 kJ − (18.4 kg/s)(4.2 kJ/kg K)(453,000 s)(284 K) ln(362.4 K/284 K)

= 0.32 × 109 kJ

During discharging, the value of the time tf is evaluated using the linear temperature–time
relation of the present model and the observations that Td(t = 5.24 d) = 38 ◦C and Td(0) = 77 ◦C
= 350 K. Then, using Equation 6.99 with t = 5.24 d,

38 ◦C = 77 ◦C − (77 ◦C − 11 ◦C)(5.24 d/tf )

which can be solved to show that tf = 8.87 d. Thus, with the present linear model, the discharge
water temperature would reach To if the discharge period was lengthened to almost 9 days. In
reality, the rate of temperature decline would likely decrease, and the discharge temperature would
asymptotically approach To.

The value of the fraction f can be evaluated with Equation 6.112b as

f = (8.87 d)(18.1 kg/s)(77 ◦C − 11 ◦C)

2(5.24 d)(18.4 kg/s)(89.4 ◦C − 11 ◦C)
= 0.701

Thus, the maximum energy efficiency achievable is approximately 70%. With these values and
Equations 6.110 and 6.111, it can be shown that

a = (11 ◦C − 77 ◦C)/(284 K × 8.87 d) = −0.0262/d and b = (350 K)/(284 K) = 1.232
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Figure 6.13 Variation of several calculated energy and exergy quantities and efficiencies, as a function of
discharge time period, for the ATES case study

Consequently, expressions dependent on discharge time period td can be written and plotted
(see Figure 6.13) for Ed, ∈d, η, and ψ using Equations 6.106–6.111, 6.113, and 6.114, and for the
energy loss (Ec − Ed) and exergy loss (∈c − ∈d).

Discussion

Both energy and exergy efficiencies in Figure 6.13 increase from zero to maximum values as td
increases. Further, the difference between the two efficiencies increases with increasing td . This
latter point demonstrates that the exergy efficiency gives less weight than the energy efficiency
to the energy recovered at higher td values, since it is recovered at temperatures nearer to the
reference-environment temperature.

Several other points in Figure 6.13 are worth noting. First, for the conditions specified, all param-
eters level off as td approaches tf , and remain constant for td ≥ tf . Second, as td increases toward
tf , the energy recovered increases from zero to a maximum value, while the energy loss decreases
from a maximum of all the input energy to a minimum (but nonzero) value. The exergy recovery
and exergy loss functions behave similarly qualitatively, but exhibit much lower magnitudes.

Importance of Temperature The difference between energy and exergy efficiencies is due to
temperature differences between the charging- and discharging-fluid flows. As the discharging
time increases, the deviation between these two efficiencies increases (Figure 6.13) because the
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temperature of recovered heat decreases (Figure 6.12). In this case, the energy efficiency reaches
approximately 70% and the exergy efficiency 40% by the completion of the discharge period, even
though the efficiencies are both 0% when discharging commences.

To further illustrate the importance of temperature, a hypothetical modification of the present
case study is considered. In the modified case, all details are as in the original case except that the
temperature of the injection flow during the charging period is increased from 89.4 ◦C to 200 ◦C
(473 K), while the duration of the charging period is decreased from its initial value of 5.24 days
(453,000 s) so that the energy injected does not change. By equating the energy injected during
charging for the original and modified cases, the modified charging-period duration t ′c can be
evaluated as a function of the new injection flow temperature T ′

c as follows:

t ′c = tc
Tc − To

T ′
c − To

= (453,000 s)
(89.4 ◦ C − 11 ◦C)

(200 ◦C − 11 ◦C)
= 188,000s

The modified exergy input during charging can then be evaluated as

∈′
c = 2.74 × 109 kJ − (18.4 kg/s)(4.2 kJ/kg K)(188,000 s)(284 K) ln(473 K/284 K)

= 0.64 × 109 kJ

This value is double the exergy input during charging for the original case, so, since the discharg-
ing process remains unchanged in the modified case, the exergy efficiency (for any discharging
time period) is half that for the original case. The altered value of exergy efficiency is entirely
attributable to the new injection temperature, and occurs despite the fact that the energy efficiency
remains unchanged.

Effect of Threshold Temperature If a threshold temperature is introduced and arbitrarily set at
38 ◦C (the actual temperature at the end of the experimental discharge period of 5.24 days), then
the data in Figure 6.13 for td = 5.24 d apply, and one can see that:

• the exergy recovered (0.127 × 109 kJ) is almost all (91%) of the exergy recoverable in infinite
time (0.139 × 109 kJ), while the energy recovered (1.60 × 109 kJ) is not as great a portion (83%)
of the ultimate energy recoverable (1.92 × 109 kJ);

• the exergy loss (0.19 × 109 kJ) exceeds the exergy loss in infinite time (0.18 × 109 kJ) slightly
(by 5.5%), while the energy loss (1.14 × 109 kJ) exceeds the energy loss in infinite time (0.82 ×
109 kJ) substantially (by 39%); and

• the exergy efficiency (40%) has almost attained the exergy efficiency attainable in infinite time
(43.5%), while the energy efficiency (58%) is still substantially below the ultimate energy effi-
ciency attainable (70%).

Verification of Results To gain confidence in the model and the results, some of the quantities
calculated using the linear model can be compared with the same quantities as reported in the
experimental paper (Hoyer et al., 1985):

(i) the previously calculated value for the energy injection during charging of 2.74 × 109 kJ is
1.1% less than the reported value of 2.77 × 109 kJ;

(ii) the energy recovered at the end of the experimental discharge period of td = 5.24 d can be
evaluated with Equation 6.106 as

Ed(5.24d) = (18.1)(4.2)(77 − 11)[5.24(2 × 8.87 − 5.24)/(2 × 8.87)](86,400 s/d)

= 1.60 × 109 kJ

which is 1.8% less than the reported value of 1.63 × 109 kJ; and
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(iii) the energy efficiency at td = 5.24 d can be evaluated with Equation 6.113 as

η(5.24 d) = (1.60 × 109 kJ)(2.74 × 109 kJ) = 0.584

which is 1.0% less than the reported value of 0.59 (referred to as the energy recovery factor ).

6.7.5 Closure

Although energy-based performance measures are normally used in ATES assessments, it can be
seen using an elementary ATES model that ATES performance measures based on exergy are more
useful and meaningful than those based on energy. Exergy efficiencies account for the temperatures
associated with energy transfers to and from an ATES, as well as the quantities of energy transferred,
and consequently provide a measure of how nearly ATES systems approach ideal performance.
Energy efficiencies account only for quantities of energy transferred and can often be misleadingly
high, for example, in cases where heat is recovered at temperatures too low to be useful. The use of
an appropriate threshold recovery temperature can partially avoid the most misleading characteristics
of ATES energy efficiencies. The analysis presented here for a simple ATES cycle can be extended
to more complex systems, and is applicable to a wide range of ATES designs.

6.8 Exergy Analysis of Thermally Stratified Storages
Two key advantages of exergy analysis over energy analysis in TES applications are that exergy
analysis recognizes differences in storage temperature, even for storages containing equivalent
energy quantities, and evaluates quantitatively losses due to degradation of storage temperature
toward the environment temperature (i.e., the cooling of heat storages and the heating of cold stor-
ages) and due to mixing of fluids at different temperatures. These advantages of the exergy method
are particularly important for stratified storages because of the internal spatial temperature variations
they exhibit. Since thermodynamic losses are incurred when storage fluids at different temperatures
mix, the inhibition of mixing through appropriate temperature stratification is advantageous. By
carefully managing the injection, recovery, and holding of heat (or cold) during a storage cycle so
that temperature degradation is minimized, better storage cycle performance can be achieved (as
measured by better thermal energy recovery and temperature retention and accounted for explicitly
through exergy efficiencies) (Hahne et al., 1989; Krane and Krane, 1991).

This section focuses on the energy and exergy contents of stratified storages, which are usu-
ally evaluated numerically for arbitrary temperature distributions. Since numerical methods can be
effort consuming and often do not provide practical insights into the physical systems, the temper-
ature distributions may alternatively be modeled so that the corresponding TES energy and exergy
values can be evaluated analytically. However, accurate mathematical expressions are usually too
complex to permit closed-form solutions, and their solutions again normally necessitate the use
of computational techniques. As analytical expressions are usually more convenient and provide
greater physical insights, temperature-distribution models that achieve an optimal balance between
the needs for accuracy, convenience, and physical insight when evaluating storage energy and
exergy contents are desirable. Such models can be particularly useful in economic design activities
that are greatly simplified and enhanced if analytical expressions for storage energy and exergy
contents are available.

In the first part of this section, which follows earlier reports (Rosen and Hooper, 1991b, 1992,
1994; Rosen et al., 1991), several models are presented for the temperature distributions in ver-
tically stratified thermal storages, which are sufficiently accurate, realistic, and flexible for use in
engineering design and analysis, yet simple enough to be convenient, and which provide useful
physical insights. One-dimensional gravitational temperature stratification is considered, and tem-
perature is expressed as a function of height for each model. To reduce effort, only distributions for
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which energy and exergy data can be obtained analytically are considered. Expressions are derived
for TES energy and exergy contents in accordance with the models, which are discussed, compared,
and illustrated.

In the second part of this section, following previous studies (Rosen and Tang, 1997; Rosen and
Dincer, 1999a), the increase in exergy-storage capacity resulting from stratification is described.

6.8.1 General Stratified TES Energy and Exergy Expressions

The energy E and exergy � in a TES can be found, following Equations 6.12 and 6.31, by
integrating over the entire storage-fluid mass m within the TES as follows:

E =
∫
m

e dm (6.116)

� =
∫
m

ζ dm (6.117)

where e denotes specific energy and ξ specific exergy. For an ideal liquid, the e and ξ are functions
only of temperature T , and can be expressed as follows:

e(T ) = c(T − To) (6.118)

ζ(T ) = c[(T − To) − To ln(T /To)] = e(T ) − cTo ln(T /To) (6.119)

Both the storage-fluid specific heat c and reference-environment temperature To are assumed
constant here.

Consider now a TES of height H , which has only one-dimensional stratification, that is, temper-
ature varies only with height h in the vertical direction. The horizontal cross-sectional area of the
TES is assumed constant. A horizontal element of mass dm can then be adequately approximated as

dm = m

H
dh (6.120)

Since temperature is a function of height only (i.e., T = T (h)), the expressions for e and ξ in
Equations 6.118 and 6.119, respectively, can be written as

e(h) = c(T (h) − To) (6.118a)

ζ(h) = e(h) − cTo ln(T (h)/To) (6.119a)

With Equation 6.120, the expressions for E and � in Equations 6.116 and 6.117, respectively,
can be written as

E = m

H

H∫
0

e(h)dh (6.116a)

� = m

H

H∫
0

ζ(h)dh (6.117a)

With Equation 6.118a, the expression for E in Equation 6.116a can be written as

E = mc (Tm − To) (6.116b)
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where

Tm ≡ 1

H

H∫
0

T (h)dh (6.121)

Physically, Tm represents the temperature of the TES fluid when it is fully mixed. This observation
can be seen by noting that the energy of a fully mixed tank Em at a uniform temperature Tm can
be expressed, using Equation 6.118 with constant temperature and Equation 6.116, as

Em = mc(Tm − To) (6.122)

and that the energy of a fully mixed tank Em is by the principle of conservation of energy the same
as the energy of the stratified tank E :

E = Em (6.123)

Comparing Equations 6.116b, 6.122, and 6.123 confirms that Tm represents the temperature of
the mixed TES fluid.

With Equation 6.119a, the expression for � in Equation 6.117a can be written as

� = E − mcTo ln(Te/To) (6.117b)

where

Te ≡ exp


 1

H

H∫
0

ln T (h)dh


 (6.124)

Physically, Te represents the equivalent temperature of a mixed TES that has the same exergy as
the stratified TES. In general, Te = Tm, since Te is dependent on the degree of stratification present
in the TES, while Tm is independent of the degree of stratification. In fact, Te = Tm is the limit
condition reached when the TES is fully mixed. This can be seen by noting (with Equations 6.117,
6.117b, 6.122, and 6.123) that the exergy in the fully mixed TES, �m, is

�m = Em − mcTo ln(Tm/To) (6.125)

The difference in TES exergy between the stratified and fully mixed (i.e., at a constant temper-
ature Tm) cases can be expressed with Equations 6.117b and 6.125 as

� − �m = mcTo ln(Tm/Te) (6.126)

The change given in Equation 6.126 can be shown to be always negative. That is, the exergy
consumption associated with mixing fluids at different temperatures, or the minimum work required
for creating temperature differences, is always positive.

It is noted that when the temperature distribution is symmetric about the center of the TES
such that

T (h) + T (H − h)

2
= T (H/2) (6.127)

the mixed temperature Tm is always equal to the mean of the temperatures at the top and bottom
of the TES.
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6.8.2 Temperature-Distribution Models and Relevant Expressions

Six stratified temperature-distribution models are considered: linear (denoted by a superscript L),
stepped (S ), continuous-linear (C ), general-linear (G), basic three-zone (B ), and general three-zone
(T ). For each model, the temperature distribution as a function of height is given, and expressions
for Tm and Te are derived. The distributions considered are simple enough in form to permit
energy and exergy values to be obtained analytically, but complex enough to be relatively realistic.
Although other temperature distributions are, of course, possible, these are chosen because
closed-form analytical solutions can readily be obtained for the integrals for Tm in Equation 6.121
and Te in Equation 6.124.

Linear Temperature-Distribution Model

The linear temperature-distribution model (see Figure 6.14) varies linearly with height h from Tb,
the temperature at the bottom of the TES (i.e., at h = 0), to Tt , the temperature at the top (i.e., at
h = H ), and can be expressed as

T L(h) = Tt − Tb

H
h + Tb (6.128)

By substituting Equation 6.128 into Equations 6.121 and 6.124, it can be shown that

T L
m = Tt + Tb

2
(6.129)

which is the mean of the temperatures at the top and bottom of the TES, and that

T L
e = exp

[
Tt (ln Tt − 1) − Tb(ln Tb − 1)

Tt − Tb

]
(6.130)

Stepped Temperature-Distribution Model

The stepped temperature-distribution model (see Figure 6.15) consists of k horizontal zones, each
of which is at a constant temperature, and can be expressed as

T S(h) =




T1, h0 ≤ h ≤ h1

T2, h1 < h ≤ h2

· · ·
Tk, hk−1 < h ≤ hk

(6.131)

where the heights are constrained as follows:

0 = h0 ≤ h1 ≤ h2 . . . ≤ hk = H (6.132)

It is convenient to introduce here xj , the mass fraction for zone j :

xj ≡ mj

m
(6.133)

Since the TES-fluid density ρ and the horizontal TES cross-sectional area A are assumed constant
here, but the vertical thickness of zone j , hj − hj−1, can vary from zone to zone,

mj = ρVj = ρA(hj − hj−1) (6.134)

and

m = ρV = ρAH (6.135)
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Figure 6.14 A vertically stratified storage having a linear temperature distribution
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Figure 6.15 A vertically stratified storage having a stepped temperature distribution

where Vj and V denote the volumes of zone j and of the entire TES, respectively. Substitution of
Equations 6.134 and 6.135 into Equation 6.133 yields

xj = hj − hj−1

H
(6.133a)

With Equations 6.121, 6.124, 6.131, and 6.133a, it can be shown that

T s
m =

k∑
j=1

xjTj (6.136)

which is the weighted mean of the zone temperatures, where the weighting factor is the mass
fraction of the zone, and that

T S
e = exp


 k∑

j=1

xj ln Tj




=
k∏

j=1

T
xj

j (6.137)
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Continuous-Linear Temperature-Distribution Model

The continuous-linear temperature distribution consists of k horizontal zones, in each of which the
temperature varies linearly from the bottom to the top, and can be expressed as

T C(h) =




φC
1 (h), h0 ≤ h ≤ h1

φC
2 (h), h1 < h ≤ h2

. . .

φC
k (h), hk−1 < h ≤ hk

(6.138)

where φC
j (h) represents the linear temperature distribution in zone j .

φC
j (h) = Tj − Tj−1

hj − hj−1
h + hjTj−1 − hj−1Tj

hj − hj−1
(6.139)

The zone height constraints in Equation 6.132 apply here. The temperature varies continuously
between zones.

With Equations 6.121, 6.124, 6.133a, 6.138, and 6.139, it can be shown that

T C
m =

k∑
j=1

xj (Tm)j (6.140)

where (Tm)j is the mean temperature in zone j , that is,

(Tm)j = Tj + Tj−1

2
(6.141)

and that

T C
e = exp


 k∑

j=1

xj ln(Te)j




=
k∏

j=1

(Te)
xj

j (6.142)

where (Te)j is the equivalent temperature in zone j , that is,

(Te)j =




exp

[
Tj (ln Tj − 1) − Tj−1(ln Tj−1 − 1)

Tj − Tj−1

]
, if Tj = Tj−1

if Tj = Tj−1

Tj ,

(6.143)

General-Linear Temperature-Distribution Model

For the general-linear model, there are k horizontal zones, in each of which the temperature varies
linearly. The temperature does not necessarily vary continuously between zones. That is,

T G(h) =




φG
1 (h), h0 ≤ h ≤ h1

φG
2 (h), h1 < h ≤ h2

. . .

φG
k (h), hk−1 < h ≤ hk

(6.144)
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where the zone height constraints in Equation 6.132 apply, and φG
j (h) represents the temperature

distribution (linear) in zone j :

φG
j (h) = (Tt )j − (Tb)j

hj − hj−1
h + hj (Tb)j − hj−1(Tt )j

hj − hj−1
(6.145)

Here, (Tt )j and (Tb)j denote respectively the temperatures at the top and bottom of zone j , and
hj and hj−1 the heights at the top and bottom of zone j (relative to the bottom of the TES).

For the general-linear temperature-distribution model,

T G
m =

k∑
j=1

xj (T
G
m )j (6.146)

T G
e = exp


 k∑

j=1

xj ln(T G
e )j


 =

k∏
j=1

(T G
e )

xj

j (6.147)

where

(T G
m )j = (Tt )j + (Tb)j

2
(6.148)

(
T G

e

)
j

=




exp

[
(Tt )j (ln(Tt )j − 1) − (Tb)j (ln(Tb)j − 1)

(Tt )j − (Tb)j

]
if (Tt )j = (Tb)j

(Tt )j , if (Tt )j = (Tb)j

(6.149)

General Three-Zone Temperature-Distribution Model

Two three-zone temperature-distribution models are considered in this and the next subsection:
general and basic. Both of the three-zone models are subsets of the continuous-linear model in
which there are only three horizontal zones (i.e., k = 3). The temperature varies linearly within
each zone and continuously across each zone.

The temperature distribution for the general three-zone model is illustrated in Figure 6.16(a),
and can be expressed as follows:

T T (h) =




φC
1 (h), h0 ≤ h ≤ h1

φC
2 (h), h1 < h ≤ h2

. . .

φC
3 (h), h2 < h ≤ hk

(6.150)

where φC
j (h) represents the temperature distribution (linear) in zone j (see Equation 6.139), and

where the heights are constrained as in Equation 6.132 with k = 3.
Expressions for the temperatures Tm and Te can be obtained for the general three-zone model with

Equations 6.121, 6.124, and 6.150 (or from the expressions for Tm and Te for the continuous-linear
model with k = 3):

T T
m =

3∑
j=1

xj (T
C
m )j (6.151)

T T
e = exp


 3∑

j=1

xj ln(T C
e )j


 =

3∏
j=1

(T C
e )

xj

j (6.152)
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Figure 6.16 The three-zone temperature-distribution models. (a) General (b) basic

where

(T C
m )j = Tj + Tj−1

2
(6.153)

(T C
e )j =




exp

[
Tj (ln Tj − 1) − Tj−1(ln Tj−1 − 1)

Tj − Tj−1

]
, if Tj = Tj−1

Tj , if Tj = Tj−1

(6.154)

Basic Three-Zone Temperature-Distribution Model

The basic three-zone temperature-distribution model (B ) is a subset of the general three-zone model.
In the top and bottom zones, the temperatures are constant at T2 and T1, respectively, and in the
middle zone, the temperature varies linearly between T2 and T1. The temperature distribution for
this model is illustrated in Figure 6.16(b), and can be expressed as

T B(h) =




T1, 0 ≤ h ≤ h1

T2 − T1

h2 − h1
h + h2T1 − h1T2

h2 − h1
, h1 ≤ h ≤ h2

T2, h2 ≤ h ≤ H

(6.155)

where 0 ≤ h1 ≤ h2 ≤ H .
By extension of the general three-zone model, it can be shown that

T B
m = x1T1 + x2

T1 + T2

2
+ x3T2 = f T1 + (1 − f )T2 (6.156)

where f represents the mean height fraction in zone 2, expressible as

f ≡ h1 + h2

2H
(6.157)

It can also be shown that

T B
e = exp

[
x1 ln T1 + x2

T2(ln T2 − 1) − T1(ln T1 − 1)

T2 − T1
+ x3 ln T2

]
(6.158)
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6.8.3 Discussion and Comparison of Models

Each of the six stratified temperature-distribution models has advantages and disadvantages, par-
ticularly with respect to ease of utilization and flexibility to approximate accurately different actual
temperature distributions. The linear temperature-distribution model is simple to utilize but not
flexible enough to fit the wide range of actual temperature distributions possible, while the stepped,
continuous-linear, and general-linear distribution models are flexible and, if the zones are made
small enough, can accurately fit any actual temperature distribution. However, the latter models
are relatively complex to utilize when the number of zones is large. Although the continuous and
general-linear models involve the more complex equations, they usually require fewer zones than
the stepped model to achieve similar accuracy in results.

For most normal situations, the three-zone temperature-distribution models may be optimal in
terms of achieving an appropriate compromise between such factors as result accuracy, computa-
tional convenience, physical insight, and so on. Both the three-zone models are relatively easy to
utilize, yet are flexible enough to simulate well the stratification distribution in most actual TES
fluids, which possess lower and upper zones of slightly varying or approximately constant temper-
ature, and a middle zone (the thermocline region) in which temperature varies substantially. The
intermediate zone, which grows as thermal diffusion occurs in the tank being modeled, accounts for
the irreversible effects of thermal mixing. The basic three-zone model is simpler while the general
three-zone model is more accurate.

It is noted that simplified forms of the expressions for Tm and Te can be written for the multizone
temperature-distribution models when all zone vertical thicknesses are the same, since in this special
case, the mass fractions for each of the k zones are the same (i.e., xj = 1/k for all j ). Also, several
relations exist between the model temperature distributions beyond those described earlier:

• The general-linear temperature distribution reduces to (i) the stepped distribution when (Tt )j =
(Tb)j for all j ; (ii) the continuous-linear distribution when (Tt )j = (Tb)j+1 for j = 1, 2, . . . k − 1;
and (iii) the linear distribution when k = 1.

• The continuous-linear model with k = 1 reduces to the linear model.

6.8.4 Illustrative Example: The Exergy-Based Advantage
of Stratification

This example illustrates the advantage of stratification by showing that the exergy of a stratified
storage is greater than the exergy for the same tank when it is fully mixed, even though the energy
content does not change. The case considered is a perfectly insulated, rigid tank of volume V ,
divided by an adiabatic partition into two equal-size compartments. The tank is filled with an incom-
pressible fluid. The temperatures of the fluids in each compartment (T1 and T2) are initially different.

The partition is removed and a new equilibrium state is attained. No chemical reactions occur.
Clearly, the initial state corresponds to a stratified tank with a stepped temperature distribution,
and the final state to a fully mixed tank containing an identical quantity of energy. Thus, the TES
energy and exergy contents can be expressed with Equations 6.116b and 6.117b for the initial state
(denoted by subscript i ) and Equations 6.122 and 6.125 for the final state (f ), using the stepped
temperature-distribution expressions for T S

m and T S
e (Equations 6.136 and 6.137) with k = 2 and

x1 = x2 = 0.5.
Since neither work nor heat interactions occur, the total internal energy of the storage fluid

does not change, that is, Ef − Ei = 0. The exergy change of the fluid can be expressed with
Equation 6.126 as

�f − �i = −Tomc ln
Tm

Te

(6.159)
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Equation 6.136 can be used to show that the final temperature of the store after adiabatic mixing
is Tm = (T1 + T2)/2. Also, from Equation 6.137, Te = √

T1T2. Equation 6.159 therefore simplifies
for this case as follows:

�f − �i = −Tomcv ln
T1 + T2

2
√

T1T2
= −Tomcv ln

√
r + √

1/r

2
(6.159a)

where r = T1/T2, a positive quantity. The above expression can be further simplified by noting
that, since the mixed temperature is given by the mean of the initial temperatures, the initial
temperatures can be written as T1 = Tm + �T and T2 = Tm − �T , where �T is an arbitrary
temperature increment. Then,

�f − �i = Tomcv ln
√

1 − α2 (6.159b)

where α ≡ �T/Tm and 0 ≤ α ≤ 1. Note that if Tm = To, the temperature of the store after mixing
is To and the total exergy content of the store can be shown with Equation 6.116b to be zero. Noting
that

√
r + √

1/r ≥ 2 and
√

1 − α2 ≤ 1, that the natural logarithm of a quantity greater than one is
always positive and less than one is always negative, and that the other terms in Equations 6.159a
and b are positive, it can be seen that �f − �i is zero for r = 1 and α = 1, and negative for all
other possible values of r and α.

Thus, while the total energy contained in the store (the sum of the energy in each of the two
sections) before and after mixing is equal, the total exergy contained in the store (the sum of the
exergy in each of the two sections) before mixing is greater than that contained in the store after
mixing. A corollory to this point is that to reverse the mixing process, no net energy need be added
to the tank, while some net exergy must be added. The exergy change is zero only if T1 = T2 (i.e.,
there are no exergy consumptions due to irreversibilities if fluids of the same temperature are mixed).

6.8.5 Illustrative Example: Evaluating Stratified TES Energy and Exergy

Problem Statement

Several energy and exergy quantities are determined for a realistic stratified temperature distribution,
which was assembled by the authors based on many temperature observations for actual storages,
using the linear, stepped, continuous-linear, general-linear, and general three-zone temperature-
distribution models to approximate the actual distribution. For comparative purposes, the exact
values for these quantities are determined by numerical integration of the integrals in Equations
6.121 and 6.124 for the actual temperature distribution. Three-stepped distribution cases are con-
sidered, each with a different numbers of zones. The actual distribution is shown in Figure 6.17,
with most of the model distributions.

The TES fluid is taken to be water. Specified general data are listed in Table 6.10, and addi-
tional data specific to the temperature-distribution models are shown in Figure 6.17 and summa-
rized below:

• Continuous-linear. k = 3, h1 = 1.8 m, h2 = 2.2 m, T1 = 318 K, T2 = 348 K.
• General-linear. k = 2, h1 = 2.0 m, (Tt )1 = 318 K, (Tb)2 = 348 K.
• Stepped. k = 2, hj − hj−1 = 2 m for the first case; k = 20, hj − hj−1 = 0.2 m for the second

case; k = 200, hj − hj−1 = 0.02 m for the third case. The temperatures for the stepped cases
can be read from Figure 6.17.

• General three-zone. h1 = 1.8 m, h2 = 2.2 m, T1 = 318 K, T2 = 348 K. Note that this distri-
bution is equivalent to the continuous-linear temperature distribution described earlier.
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Figure 6.17 The realistic vertically stratified temperature distribution considered in the example, and some
of the temperature-distribution models used to approximate it (linear, continuous-linear, general-linear, stepped
with two zones, and stepped with 20 zones). The continuous-linear distribution shown is equivalent to a general
three-zone distribution

Table 6.10 Specified general data for
the example

• Temperatures (K)
At TES top, T (h = H ) 353
At TES bottom, T (h = 0) 313
Reference environment, T o 283

• TES-fluid parameters
Height, H (m) 4
Mass, m (kg) 10,000
Specific heat, c (kJ/kg K) 4.18

Results and Discussion

The results (see Table 6.11) demonstrate the following points for all temperature-distribution models
considered:

• The TES energy and exergy contents differ significantly, the exergy values being more than an
order of magnitude less than the energy values. This observation is attributable to the fact that
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Table 6.11 Results for the stratification example

Temperature-distribution model Results from
numerical
integration

Linear General- Stepped Continuous-

linear k = 200 k = 20 k = 2 lineara

Temperatures (K)
T m 333.000 333.000 333.000 333.000 333.000 333.000 333.000
T c 332.800 332.540 332.550 332.560 332.400 332.570 332.550
Energy values (MJ)
E 2090.000 2090.000 2090.000 2090.000 2090.000 90.000 2090.000
E m 2090.000 2090.000 2090.000 2090.000 2090.000 2090.000 2090.000
E−E m 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Exergy values (MJ)
� 172.500 181.800 181.400 181.000 186.700 80.700 181.400
�m 165.400 165.400 165.400 165.400 165.400 165.400 165.400
�−�m 7.100 16.400 16.000 15.600 21.300 15.300 16.000
Percentage errors
In values of T e +0.075 −0.030 0.000 +0.003 −0.045 +0.006 –
In values of � −4.900 +2.000 0.000 −0.200 +2.900 −0.400 –
In values of �−�m −55.600 +22.500 0.000 −2.500 +33.100 −4.400 –

aThis case is also a general three-zone temperature-distribution model.

the stored thermal energy, although great in quantity, is at near-environmental temperatures, and
therefore low in quality or usefulness.

• Values vary among the models for Te,�, and � − �m, while values do not vary for Tm, E,Em,
and �m. The latter point is expected since the symmetry condition of Equation 6.127 holds for
all model temperature distributions considered. As expected from Equation 6.123, E = Em.

The effort required to evaluate the results in Table 6.11 and the accuracy of the results are
different for each temperature-distribution model, as explained below:

• Accuracy can be measured by comparing the results for the model distributions with the results
obtained by numerical integration (see Table 6.11). Percentage errors are given for the quantities
in Table 6.11 that vary from model to model (i.e., for Te,�, and � − �m), where

% error = (Value) − (Numerical simulation value)

(Numerical simulation value)
100 (6.160)

In Table 6.11, the percentage errors for Te values are very small (ranging from −0.045% to
+0.075%) and for � values are fairly small (ranging from −4.9% to +2.9%), but, for values of
� − �m, are in some cases large (ranging from −55.6% to +33.1%).

• Calculational effort expended increases as the number of zones required in multizone distribu-
tions for acceptable approximations to the actual temperature distribution increases, and as the
complexity of the calculations involved increases. Less calculational effort is required to obtain
the values in Table 6.11 for all the different temperature-distribution models considered, than for
the values obtained by numerical integration.

In the present example, the general three-zone model has an acceptable accuracy and yet is
simple to use. Although the stepped models (with 20 or 200 zones) are more precise, they are more
complex to apply. The poor correlations between the actual and linear temperature distributions, and



Energy and Exergy Analyses of Thermal Energy Storage Systems 293

between the actual and stepped (with k = 2) distributions, cause these model distributions to provide
results of significantly lower precision, although they are simpler to apply. Clearly, the selection of
a particular distribution as a model involves a trade-off, and the three-zone temperature-distribution
model appears to represent an appropriate compromise between high precision of results and an
acceptable level of calculational effort.

6.8.6 Increasing TES Exergy-Storage Capacity Using Stratification

The increase in the exergy capacity of a thermal storage through stratification is described. A
wide range of realistic storage-fluid temperature profiles is considered, and for each, the relative
increase in exergy content of the stratified storage compared to the same storage when it is fully
mixed is evaluated. It is shown that, for all temperature profiles considered, the exergy-storage
capacity of a thermal storage increases as the degree of stratification, as represented through
greater and sharper spatial temperature variations, increases. Furthermore, the percentage increase
in exergy capacity is greatest for storages at temperatures near to the environment temperature,
and decreases as the mean storage temperature diverges from the environment temperature (to
either higher or lower temperatures).

Analysis

Thermal storages for heating and cooling capacity, having numerous temperature-distribution pro-
files, are considered. The general three-zone model, which, as discussed previously, is a suitable
design-oriented temperature-distribution model for vertically stratified thermal storages, is utilized
to evaluate storage energy and exergy contents. For each case, the ratio is evaluated of the exergy
of the stratified storage � to the exergy of the same storage when fully mixed �m. Using Equations
6.116b, 6.117b, and 6.125, this ratio can be expressed, after simplification, as

�

�m

= Tm/To − 1 − ln(Te/To)

Tm/To − 1 − ln(Tm/To)
(6.161)

This ratio increases, from as low as unity when the storage is not stratified, to a value greater than
one as the degree of stratification present increases. The ratio in Equation 6.161 is independent of
the mass m and specific heat c of the storage fluid. The ratio is also useful as an evaluation, analysis,
and design tool, as it permits the exergy of a stratified storage to be conveniently evaluated by mul-
tiplying the exergy of the equivalent mixed storage (a quantity straightforwardly evaluated) by the
appropriate exergy ratio, where values for the exergy ratio can be determined separately (as is
done here).

Several assumptions and approximations are utilized throughout this subsection:

• Storage horizontal cross-sectional area is taken to be fixed.
• The environmental temperature To is fixed at 20 ◦C for all cases (whether they involve thermal

storage for heating or cooling capacity).
• Only one-dimensional gravitational (i.e., vertical) temperature stratification is considered.
• Only temperature distributions that are rotationally symmetric about the center of the storage,

according to Equation 6.127, are considered. This symmetry implies that zone 2 is centered
about the central horizontal axis of the storage, and that zones 1 and 3 are of equal size, that is,
x1 = x3 = (1 − x2)/2.

To model and then assess the numerous storage cases considered, two main relevant parameters
are varied realistically:

• the principal temperatures (e.g., mean, maximum, minimum), and
• temperature-distribution profiles (including changes in zone thicknesses).
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Specifically, the following characterizing parameters are varied to achieve the different
temperature-distribution cases considered:

• The mixed-storage temperature Tm is varied for a range of temperatures characteristic of storages
for heating and cooling capacity.

• The size of zone 2, which represents the thermocline region, is allowed to vary from as little as
zero to as great as the size of the overall storage, that is, 0 ≤ x2 ≤ 1. A wide range of temperature
profiles can thereby be accommodated, and two extreme cases exist: a single-zone situation with
a linear temperature distribution when x2 = 1, and a two-zone distribution when x2 = 0.

• The maximum and minimum temperatures in the storage, which occur at the top and bottom of
the storage, respectively, are permitted to vary about the mixed-storage temperature Tm by up
to 15 ◦C.

Using the zone numbering system in Figure 6.16(a) and the symmetry condition introduced
earlier, the following expressions can be written for the temperatures at the top and bottom of the
storage, respectively:

T3 = Tm + �Tst and T0 = Tm − �Tst (6.162)

while the following equations can be written for the temperatures at the top and bottom of zone 2,
respectively:

T2 = Tm + �Tth and T1 = Tm − �Tth (6.163)

where the subscripts “th” and “st” denote thermocline region (zone 2) and overall storage, respec-
tively, and where

�T ≡ |T − Tm| (6.164)

According to the last bullet above, 0 ≤ �Tth ≤ �Tst = 15 ◦C. Also, �Tth is the magnitude of
the difference, on either side of the thermocline region (zone 2), between the temperature at the
outer edge of zone 2 and Tm, while �Tst is the magnitude of the difference, on either side of the
overall storage, between the temperature at the outer edge of the storage and Tm. That is,

�Tth = �T1 = �T2 and �Tst = �T0 = �T3 (6.165)

where the �T parameters in the above equations are defined using Equation 6.164 as follows:

�Tj ≡ ∣∣Tj − Tm| , for j = 0, 1, 2, 3 (6.166)

Effects of Varying Stratification Parameters

• Effect of varying Tm . The variation of thermal-storage exergy with storage temperature for a
mixed storage is illustrated in Figure 6.18. For a fixed storage total heat capacity (mc), storage
exergy increases, from zero when the temperature Tm is equal to the environment temperature
To, as the temperature increases or decreases from To. This general trend, which is illustrated
here for a mixed storage, normally holds for stratified storages, since the effect on storage exergy
of temperature is usually more significant than the effect of stratification.

• Effect of varying minimum and maximum temperatures for a linear profile. A linear tem-
perature profile across the entire storage occurs with the three-zone model when x2 = 1. Then,
the upper and lower boundaries of zone 2 shift to the top and bottom of the storage, respectively,
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Figure 6.18 Variation with the mixed-storage temperature Tm of the modified exergy quantity �m/mc (where
m and c are constant) for a mixed storage. When Tm equals the environment temperature To = 20 ◦C, �m = 0

and correspondingly the temperature deviation �Tth occurs at those positions. For a linear
temperature profile, the ratio �/�m is illustrated in Figures 6.19(a–c) for three temperature
regimes, respectively:
– high-temperature thermal storage for heating capacity, that is, Tm ≥ 60 ◦C;
– low-temperature thermal storage for heating capacity, that is, 20 ◦C ≤ Tm ≤ 60 ◦C; and
– thermal storage for cooling capacity, that is, Tm ≤ 20 ◦C.
The temperature range considered is above the environment temperature To = 20◦C for the first
two cases, and below it for the third. Two key points are demonstrated in Figure 6.19. First, it
is evident for all cases that, for a fixed mixed-storage temperature Tm, storage exergy content
increases as the level of stratification increases (i.e., as �Tth increases). Secondly, the percentage
increase in storage exergy, relative to the mixed-storage exergy at the same Tm, is greatest when
Tm = To, and decreases both as Tm increases from To (see Figures 6.19a and b) and decreases
from To (see Figure 6.19c). The main reason for this second observation relates to the fact that
the absolute magnitude of the mixed exergy for a thermal storage is small when Tm is near
To, and larger when Tm deviates significantly from To (see Figure 6.18). In the limiting case
where Tm = To, the ratio �/�m takes on the value of unity when �Tth = 0 and infinity for
all other values of �Tth. Hence, the relative benefits of stratification as a tool to increase the
exergy-storage capacity of a thermal storage are greatest at near-environment temperatures, and
less for other cases.

• Effect of varying thermocline-size parameter x2. The variation of the ratio �/�m with the
zone-2 size parameter and the temperature deviation at the zone-2 boundaries, �Tth, is illustrated
in Figure 6.20 for a series of values of the mixed-storage temperature Tm. For a fixed value
of �Tth at a fixed value of Tm, the ratio �/�m increases as the zone-2 size parameter x2

decreases. This observation occurs because the stratification varies less smoothly and more sharp
and pronounced as x2 decreases.
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• Effect of varying temperature-distribution profile shape. The temperature-distribution profile
shape is varied, for a fixed value of Tm, primarily by varying values of the parameters x2 and
�Tth simultaneously. The behavior of �/�m as x2 and �Tth are varied for several Tm values is
shown in Figure 6.20. For all cases considered, by varying these parameters at a fixed value of
Tm (except for Tm = To), the ratio �/�m increases, from a minimum value of unity at x2 = 1
and �Tth = 0, as x2 decreases and �Tth increases. Physically, these observations imply that, for
a fixed value of Tm, storage exergy increases as stratification becomes more pronounced, both
by increasing the maximum temperature deviation from the mean storage temperature and by
increasing the sharpness of temperature profile differences between storage zones.
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Figure 6.19 Illustration for three ranges of values of the mixed-storage temperature Tm (each corresponding to
a different graph) of the variation of the ratio of the exergy values for stratified and fully mixed storages, �/�m,
with temperature deviation from Tm at the upper and lower boundaries of the thermocline zone (zone 2), �Tth.
For all cases, a linear temperature profile is considered, that is, the zone-2 mass fraction is fixed at x2 = 1. (a)
High-temperature thermal storage for heating capacity, that is, Tm ≥ 60 ◦C; (b) low-temperature thermal storage
for heating capacity, that is, 20 ◦C ≤ Tm ≤ 60 ◦C; (c) thermal storage for cooling capacity, that is, Tm ≤ 20 ◦C
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Figure 6.19 (continued)

6.8.7 Illustrative Example: Increasing TES Exergy with Stratification

In this example, several energy and exergy quantities relevant to the previous subsection are deter-
mined using the general three-zone model, for a thermal storage using water as the storage fluid and
having a realistic stratified temperature distribution. The use of the data presented in this section
as a design tool is also illustrated.

The actual distribution is taken to be that from the illustrative example in Section 6.8.5 for
the general three-zone case. The temperature distribution is shown in Figure 6.17, along with the
general three-zone model distribution used to approximate the actual distribution. Specified general
data are listed in Table 6.10.

The results of the example (see Table 6.11) demonstrate that, for the case considered, the ratio
�/�m = 180.7/165.4 = 1.09. This implies that the exergy of the stratified storage is about 9%
greater than the exergy of the mixed storage. In effect, therefore, stratification increases the exergy-
storage capacity of the storage considered, relative to its mixed condition, by 9%.

Rather than determine values of the ratio �/�m using the expressions in this section, values can
be read from figures such as those in Figure 6.20 (although the case here of Tm = 60◦C, x2 = 0.1,
and �Tth = 20◦C falls slightly outside of the range of values covered in Figure 6.20 for the case
of Tm = 60◦C). Then, such diagrams can serve as design tools from which one can obtain a ratio
that can be applied to the value of the exergy of the mixed storage to obtain the exergy of the
stratified storage.

6.8.8 Closure

The temperature-distribution models described here (linear, stepped, continuous-linear, general-
linear, basic three-zone, and general three-zone) facilitate the evaluation of energy and exergy
contents of vertically stratified thermal storages. The selection of a particular distribution as a
model involves a trade-off between result accuracy and calculational effort, and the three-zone
models appear to provide the most reasonable compromise among these factors, and thus to be
suitable as simple engineering aids for TES analysis, design, and optimization.
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Figure 6.20 Illustration for a series of values of the mixed-storage temperature Tm (each corresponding to a
different graph) of the variation of the ratio of the exergy values for stratified and fully mixed storages, �/�m,
with temperature deviation from Tm at the upper and lower boundaries of the thermocline zone (zone 2), �Tth,
and with the zone-2 mass fraction x2. The magnitude of the temperature deviation from Tm at the top and
bottom of the storage, �Tst , is 15 ◦C for all cases

TES exergy values, unlike energy values, change due to stratification, giving a quantitative
measure of the advantage provided by stratification. The examples considered illustrate how (i) the
quantities of energy and exergy contained in a stratified TES differ, and (ii) the exergy content (or
capacity) of a TES increases as the degree of stratification increases, even if the energy remains
fixed. The use of stratification can therefore aid in TES design as it increases the exergy-storage
capacity of a thermal storage.

6.9 Energy and Exergy Analyses of Cold TES Systems
An important application of TES is in facilitating the use of off-peak electricity to provide building
heating and cooling. Recently, increasing attention has been paid in many countries to cold thermal
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energy storage (CTES), an economically viable technology that has become a key component of
many successful thermal systems. In many CTES applications, inexpensive off-peak electricity is
utilized during the night to produce with chillers a cold medium, which can be stored for use
in meeting cooling needs during the day when electricity is more expensive. CTES is applied
mainly in building cooling, particularly for large commercial buildings that often need year-round
cooling because of the heat released by occupants, lighting, computers, and other equipment. In
most situations, CTES permits the mismatch between the supply and demand of cooling to be
favorably altered (Dincer and Dost, 1996), leading to more efficient and environmentally benign
energy use as well as reduced chiller sizes, capital and maintenance costs, and carbon dioxide and
chlorofluorocarbon CFC emissions (Beggs, 1991).

To be economically justifiable, the annual costs needed to cover the capital and operating expenses
for a CTES (and related systems) should be less than the costs for primary generating equipment
supplying the same service loads and periods (Dincer, 1999). A CTES can lead to lower initial and
operating costs for associated chillers when cooling loads are intermittent and of short duration.
Secondary system capital costs may also be lower with CTES, for example, electrical service
entrance sizes can sometimes be reduced because energy demand is lower.

Although CTES efficiency and performance evaluations are conventionally based on energy,
energy analysis itself is inadequate for complete CTES evaluation because it does not account for
such factors as the temperatures at which heat (or cold) is supplied and delivered. Exergy analysis
overcomes some of these inadequacies in CTES assessments.

This section deals with the assessment using exergy and energy analyses of CTES systems,
including sensible and/or latent storages, following earlier reports (Rosen et al., (1999, 2000)).
Several CTES cases are considered, including storages that are homogeneous or stratified and some
that undergo phase changes. A full cycle of charging, storing, and discharging is considered for
each case. This section demonstrates that exergy analysis provides more realistic efficiency and
performance assessments of CTES systems than energy analysis, and conceptually is more direct
since it treats cold as a valuable commodity. An example and case study illustrate the usefulness
of exergy analysis in addressing cold thermal-storage problems.

6.9.1 Energy Balances

Consider a cold storage consisting of a tank containing a fixed quantity of storage fluid and a
heat-transfer coil through which a heat-transfer fluid is circulated. Kinetic and potential energies
and pump work are considered negligible. Energy balance for an entire cycle of a CTES can be
written following Equation 6.3 in terms of “cold” as follows:

Cold input − [Cold recovered + Cold loss] = Cold accumulation (6.167)

Here, “cold input” is the heat removed from the storage fluid by the heat-transfer fluid during
charging; “cold recovered” is the heat removed from the heat-transfer fluid by the storage fluid;
“cold loss” is the heat gain from the environment to the storage fluid during charging, storing,
and discharging; and “cold accumulation” is the decrease in internal energy of the storage fluid
during the entire cycle. Following Equation 6.3a, the overall energy balance for the simplified
CTES system illustrated in Figure 6.21 becomes

(Hb − Ha) − [(Hc − Hd) + Ql] = −�E (6.167a)

where Ha, Hb, Hc, and Hd are the enthalpies of the flows at points a , b, c, and d in Figure 6.21;
Ql is the total heat gain during the charging, storing, and discharging processes; and �E is the
difference between the final and initial storage-fluid internal energies. The terms in square brackets
in Equations 6.167 and 6.167a represent the net “cold output” from the CTES, and �E = 0 if the
CTES undergoes a complete cycle (i.e., the initial and final storage-fluid states are identical).
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Figure 6.21 The three processes in a general CTES system: charging (a), storing (b), and discharging (c).
The heat leakage into the system Ql is illustrated for the storing process, but can occur in all three processes

The energy transfer associated with the charging fluid can be expressed as

Hb − Ha = maca(Tb − Ta) (6.168)

where ma is the mass flow of heat-transfer fluid at point a (and at point b), and ca is the specific
heat of the heat-transfer fluid, which is assumed constant. A similar expression can be written for
Hc − Hb. The energy content of a storage which is homogeneous (i.e., entirely in either the solid
or the liquid phase) is

E = m(u − uo) (6.169)

which, for sensible heat interactions only, can be written as

E = mc(T − To) (6.169a)

where, for the storage fluid, c denotes the specific heat (assumed constant), m the mass, u the specific
internal energy, and T the temperature. Also, uo is u evaluated at the environmental conditions.

For a mixture of solid and liquid, the energy content of the solid and liquid portions can be
evaluated separately and summed as follows:

E = m[(1 − F)(us − uo) + F(ut − uo)] (6.169b)

where us and ut are the specific internal energies of the solid and liquid portions of the storage
fluid, respectively, and F is the melted fraction (i.e., the fraction of the storage-fluid mass in the
liquid phase).

For a storage fluid that is thermally stratified with a linear temperature profile in the vertical
direction, the energy content can be shown with Equations 6.116b and 6.129 to be

E = mc

(
Tt + Tb

2
− To

)
(6.169c)

where Tt and Tb are the storage-fluid temperatures at the top and bottom of the linearly stratified
storage tank, respectively.

The change in CTES energy content from the initial (i ) to the final state (f ) of a process can be
expressed as in Equation 6.38.
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6.9.2 Exergy Balances

An exergy balance for a CTES undergoing a complete cycle of charging, storing, and discharging
can be written as in Equations 6.40 and 6.40a. The exergy content of a flow of heat-transfer fluid at
state k (where k = a , b, c, or d in Figure 6.21) can be expressed as in Equation 6.44. The exergy
transfers associated with the charging and discharging of the storage by the heat-transfer fluid can
be expressed by Equations 6.45 and 6.46, respectively.

The exergy loss associated with heat infiltration during the three storage periods can be expressed
as in Equation 6.47a. The thermal exergy terms are negative for sub-environment temperatures, as
is the case here for CTES, indicating that the heat transfer and the accompanying exergy transfer
are oppositely directed. That is, the losses associated with heat transfer are due to heat infiltration
into the storage when expressed in energy terms, but due to a cold loss out of the storage when
expressed in exergy terms.

The exergy content of a homogeneous storage can be shown with Equation 6.116 to be

� = m[(u − uo) − To(s − so)] (6.170)

where s is the specific entropy of the storage fluid and so is s evaluated at the environmental condi-
tions. If only sensible heat interactions occur, Equation 6.170 can be written with Equation 6.119 as

� = mc[(T − To) − To ln(T /To)] (6.170a)

For a mixture of solid and liquid, the exergy content can be written as

� = m{(1 − F)[(us − uo) − To(ss − so)] + F [(ut − uo) − To(st − so)]} (6.170b)

where ss and st are the specific entropies of the solid and liquid portions of the storage fluid,
respectively.

The exergy content of a storage that is linearly stratified can be shown with Equations 6.117b
and 6.130 to be

� = E − mcTo

[
Tt (ln Tt − 1) − Tb(ln Tb − 1)

Tt − Tb

− ln To

]
(6.170c)

The change in TES exergy content can be expressed as in Equation 6.43.

6.9.3 Energy and Exergy Efficiencies

For a general CTES undergoing a cyclic operation, the overall energy efficiency η can be evaluated
as in Equation 6.32, with the word energy replaced by cold for understanding. Then, following
Figure 6.21, the overall and charging-period energy efficiencies can be expressed as in Equations
6.48 and 6.52, respectively.

Energy efficiencies for the storing and discharging subprocesses can be written respectively as

η2 = �E1 + Ql

�E1
(6.171)

η3 = Hc − Hd

�E3
(6.172)

where �E1 and �E3 are the changes in CTES energy contents during charging and discharging,
respectively.

The exergy efficiency for the overall process can be expressed as in Equation 6.49, and for the
charging, storing, and discharging processes, respectively, as in Equations 6.55, 6.61, and 6.67.
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6.9.4 Illustrative Example

Cases Considered and Specified Data

Four different CTES cases are considered. In each case, the CTES has identical initial and final
states, so that the CTES operates in a cyclic manner, continuously charging, storing, and discharging.
The main characteristics of the cold storage cases are as follows:

• sensible heat storage, with a fully mixed-storage fluid;
• sensible heat storage, with a linearly stratified storage fluid;
• latent heat storage, with a fully mixed-storage fluid;
• combined latent and sensible heat storage, with a fully mixed-storage fluid.

The following assumptions are made for each of the cases:

• Storage boundaries are nonadiabatic.
• Heat gain from the environment during charging and discharging is negligibly small relative to

heat gain during the storing period.
• The external surface of the storage tank wall is at a temperature 2 ◦C greater than the mean

storage-fluid temperature.
• The mass flow rate of the heat-transfer fluid is controlled so as to produce constant inlet and

outlet temperatures.
• Work interactions and changes in kinetic and potential energy terms, are negligibly small.

Specified data for the four cases are presented in Table 6.12 and relate to the diagram in
Figure 6.21. In Table 6.12, Tb and Td are the charging and discharging outlet temperatures of
the heat-transfer fluid, respectively. The subscripts 1, 2, and 3 indicate the temperature of the stor-
age fluid at the beginning of charging, storing, or discharging, respectively. Also, t indicates the
liquid state and s indicates the solid state for the storage fluid at the phase-change temperature.

In addition, for all cases, the inlet temperatures are fixed for the charging-fluid flow at
Ta = −10◦C and for the discharging-fluid flow at Tc = 20 ◦C. For cases involving latent heat
changes (i.e., solidification), F = 10%. The specific heat c is 4.18 kJ/kg K for both the storage and
heat-transfer fluids. The phase-change temperature of the storage fluid is 0 ◦C. The configuration
of the storage tank is cylindrical with an internal diameter of 2 m and internal height of 5 m.
Environmental conditions are 20 ◦C and 1 atm.

Table 6.12 Specified temperature data for the cases in the CTES example

Temperature (◦C) Case

I II III IV

T b 4.0 15 −1 −1
T d 11.0 11 10 10
T 1 10.5 19/2a 0 (t) 8
T 2 5.0 17/−7a 0 (s) −8
T 3 6.0 18/−6a 0 (t and s) 0 (t and s)

aWhen two values are given, the storage fluid is vertically linearly stratified and
the first and second values are the temperatures at the top and bottom of the
storage fluid, respectively.
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Table 6.13 Energy and exergy quantities for the cases in the CTES example

Period or quantity Energy quantities Exergy quantities

I II III IV I II III IV

Efficiencies (%)
Charging (1) 100 100 100 100 51 98 76 77
Storing (2) 82 82 90 90 78 85 90 85
Discharging (3) 82 100 100 100 38 24 41 25
Overall 100 82 90 90 15 20 28 17
Input, recovered and lost quantities (MJ)
Input 361.1 361.1 5237.5 6025.9 30.9 23.2 499.8 575.1
Recovered 295.5 295.5 4713.8 5423.3 4.6 4.6 142.3 94.7
Loss (external) 65.7 65.7 523.8 602.6 2.9 2.9 36.3 48.9
Loss (internal) – – – – 23.3 15.6 321.2 431.4

Results and Discussion

The results for the four cases are listed in Table 6.13, and include overall and subprocess efficiencies,
input and recovered cold quantities, and energy and exergy losses. The overall and subprocess
energy efficiencies are identical for Cases I and II, and for Cases III and IV. In all cases, the energy
efficiency values are high. The different and lower exergy efficiencies for all cases indicate that
energy analysis does not account for the quality of the “cold” energy, as related to temperature,
and considers only the quantity of “cold” energy recovered.

The input and recovered quantities in Table 6.13 indicate the quantity of “cold” energy and exergy
input to and recovered from the storage. The energy values are much greater than the exergy values
because, although the energy quantities involved are large, the energy is transferred at temperatures
only slightly below the reference-environment temperature, and therefore is of limited usefulness.

The cold losses during storage, on an energy basis, are entirely due to cold losses across the
storage boundary (i.e., heat infiltration). The exergy-based cold losses during storage are due to both
cold losses and internal exergy losses (i.e., exergy consumptions due to irreversibilities within the
storage). For the present cases, in which the exterior surface of the storage tank is assumed to be 2 ◦C
warmer than the mean storage-fluid temperature, the exergy losses include both external and internal
components. Alternatively, if the heat-transfer temperature at the storage tank external surface is at
the environment temperature, the external exergy losses would be zero and the total exergy losses
would be entirely due to internal consumptions. If heat transfer occurs at the storage-fluid temper-
ature, on the other hand, more of the exergy losses would be due to external losses. In all cases,
the total exergy losses, which are the sum of the internal and external exergy losses, remain fixed.

The four cases demonstrate that energy and exergy analyses give different results for CTES
systems. Both energy and exergy analyses account for the quantity of energy transferred in storage
processes. Exergy analyses take into account the loss in quality of “cold” energy, and thus more
correctly reflect the actual value of the CTES.

In addition, exergy analysis is conceptually more direct when applied to CTES systems because
cold is treated as a useful commodity. With energy analysis, flows of heat rather than cold are
normally considered. Thus, energy analyses become convoluted and confusing as one must deal
with heat flows, while accounting for the fact that cold is the useful input and product recovered
for CTES systems. Exergy analysis inherently treats any quantity that is out of equilibrium with the
environment (be it colder or hotter) as a valuable commodity, and thus avoids the intuitive conflict
in the expressions associated with CTES energy analysis. The concept that cold is a valuable
commodity is both logical and in line with one’s intuition when applied to CTES systems.
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6.9.5 Case Study: Thermodynamic Performance of a Commercial Ice
TES System

One type of CTES is ice storage, which has been increasingly utilized recently. In an ice thermal
energy storage (ITES) system, off-peak electricity is utilized to create a large mass of ice, and
during the day, this ice store is melted by absorbing the heat from buildings needing cooling (De
Lucia and Bejan, 1990; Beggs, 1991). ITES is a proven technology applicable to any plant that has
a chilled water system.

Numerous economic studies of ITES systems and their applications have been undertaken (Althof,
1989; Beggs, 1991; Fields and Knebels, 1991). Chen and Sheen (1993) developed a model for a
CTES system that evaluates the component size for a eutectic salt storage system. The related com-
puter simulation determines energy consumption, and performs a cost/benefit analysis to estimate
the system payback period. Chen and Sheen also determined the best system operating strategies for
varying weather conditions and electricity rates, particularly in Taiwan. Wood et al. (1994) investi-
gated TES technical and economic aspects, and presented a techno-economic feasibility evaluation
method for new technologies in the commercial sector using a pseudo-data analysis approach. Some
(Badar et al., 1993; Domanski and Fellah, 1998) have applied thermoeconomic optimization tech-
niques to TES systems that minimize the combination of entropy generation cost and annualized
capital cost of the thermal component.

In this case study, which is based on an earlier analysis (Rosen et al., 2000), energy and exergy
analyses of a commercial encapsulated ITES are performed. A full cycle, with charging, storing, and
discharging stages, is considered. The case study demonstrates the usefulness of exergy analysis in
thermodynamic assessments of ITES systems, provides insights into their performances and efficien-
cies, and shows that energy analysis leads to misleadingly optimistic statements of ITES efficiency.

Types and Operation of ITES Systems

By making ice at night for use in the day when it is needed to provide cooling, ITES systems take
advantage of low off-peak electricity rates and often permit building chillers to be shut down or
operated at reduced levels during the day. Consequently, owners can realize lower utility bills, and
electrical utilities attain a reduction in peak demand, which can defer or avoid the need for new
power plants. Ice storage systems are capable of providing the same quantity and quality of cooling
as conventional chillers.

There are two main cases of ice storage systems, differing in the levels of electrical load shifting
achieved. With a “full storage,” the entire cooling load is shifted, eliminating chiller operation during
peak hours. In a “partial storage,” part of the load is met from a downsized chiller, and part from
the storage. In both cases, the sizes of the chiller and of the storage depend on the total amount of
cooling needed to meet the building load over the entire day. Sizing is the main factor differentiating
ice storage from conventional air-conditioning, since in the latter case, the chiller must be larger
to meet the peak cooling load, which normally occurs during the hottest part of the day.

Four main types of ITES systems are commonly used in commercial and industrial applications
(Beckman and Gilli, 1984; Beggs, 1991): ice-on-coil, static ice tank, ice harvesting, and encapsu-
lated ice store. The most common ITES type is the encapsulated ice store (Figure 6.22), which
is considered in this case study. Encapsulated ITES systems consist of an insulated storage tank
(normally constructed from either steel or concrete) that is filled with small plastic capsules con-
taining deionized water and a nucleating agent (Carrier, 1990). Circulating around the capsules is
a glycol/water brine solution. During charging, the brine solution is circulated through the tank at
a sub-freezing temperature, causing the water in the capsules to freeze to form the ice store. To
discharge the store when cooling is needed, the same brine solution is circulated through the tank
but at a temperature above the freezing point of water. The ice in the capsules then melts, cooling
the brine solution that is subsequently circulated to the air-conditioning unit.
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Figure 6.22 A schematic representation of an encapsulated ITES system

Description of ITES Considered and its Operation

The ITES system considered in this study (Figure 6.22) is designed to have the chiller operate
continuously during the design day, and utilizes three operating modes (Carrier, 1990):

• Charging. The charging mode is the normal operating mode during no-load periods. The chiller
cools the antifreeze solution to approximately −4 ◦C. The antifreeze solution flows through the
storage module, freezing the liquid water inside the encapsulated units. The circulating fluid
increases in temperature (to a limit of 0 ◦C), and returns to the chiller to be cooled again. During
charging, the building loop is isolated so that full flow is achieved through the storage module.

• Chilling. The chilling mode is the same as for a nonstorage (conventional) chiller system, with
the entire building load being met directly by the chiller. The chiller operates at a warmer set
point than for ice making, which results in an increased capacity and a higher coefficient of
performance. In this mode, there is no flow through the storage module, and ice in the store is
kept in reserve for use later in the day.

• Chilling and discharging. Chilling and discharging is the normal operating mode during day-
time hours. The chiller and storage module share the cooling load, often in a series configuration.
Systems are normally designed with the chiller downstream of the storage. Then, the storage mod-
ule pre-cools the building return fluid before it is further cooled to the design supply temperature
by the chiller. This sequence gives a higher effective storage capacity, since the exit temperature
from the storage can be higher. The ice melting rate is controlled by modulating valves that cause
some flow to bypass the storage module, usually to hold constant the blended fluid temperature
downstream of the storage throughout discharging.

The design-day cooling load profile of a typical office building is considered here (Figure 6.23).
The circles and squares in Figure 6.23 indicate the cooling load required for the building and the
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Figure 6.23 A load profile diagram for an encapsulated ITES system (see Rosen et al., 2000)

chiller loads, respectively. Data for the case, taken from Carrier (1990), is presented in Table 6.14
for a full 24-h cycle. The ITES is designed for the chiller to operate continuously during the day
(i.e., partial storage operation is used). The ITES module has nonadiabatic storage boundaries with
a total thermal resistance of RT = 1.98 m2 K/W. The specific heat of the heat-transfer fluid (a
glycol-based antifreeze solution) is 3.22 kJ/kg K at −6.6 ◦C and 3.60 kJ/kg K at 15.5 ◦C, and the
specific gravity is 1.13. The storage fluid (deionized water) has a freezing point of 0 ◦C, a mass
of 144,022 kg, and a density of 1000 kg/m3. The storage module has a volume of 181.8 m3, with
144.0 m3 occupied by the storage fluid, and a surface area A of 241.6 m2. The reference-environment
conditions are 20 ◦C and 1 atm.

Thermodynamic Analysis

To reduce analysis complexity and to emphasize the significant factors in ice storage operation,
it is assumed that the storage fluid remains isothermal at its melting point, fluids are frictionless,
the pumping power is zero, and kinetic and potential energy terms are negligibly small. These
assumptions neglect some of the irreversibilities in the encapsulated ITES system, notably those
associated with the temperature gradients close to the freezing or thawing surfaces in the storage.
The net effect of these assumptions is to increase the apparent exergy efficiencies, but proba-
bly not their relative values. Hence, the results should be valid in ordering the performances of
competitive systems in an optimization process. The analysis generally follows the discussions
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Table 6.14 Specified and evaluated data for the ITES case study

Hour Process Load (tons) Melted fraction (%) Efficiency (%)

Storage Building Chiller Exergy Energy

1 Charging 270 0 270 48.55 88.1 99.7
2 Charging 270 0 270 41.46 87.0 99.7
3 Charging 270 0 270 34.36 85.9 99.7
4 Charging 270 0 270 27.27 84.8 99.7
5 Charging 270 0 270 20.17 83.7 99.7
6 Charging 270 0 270 13.08 82.6 99.7
7 Charging 270 0 270 5.99 81.6 99.7
8 Charging 170 100 270 1.53 80.4 99.5
9 Storing 0 385 385 1.55 99.9 99.9
10 Discharging 175 580 405 6.12 66.0 99.7
11 Discharging 375 780 405 15.96 63.3 99.9
12 Discharging 490 895 405 28.83 59.9 99.9
13 Discharging 635 1040 405 45.53 58.5 99.9
14 Discharging 670 1075 405 63.15 57.1 99.9
15 Discharging 685 1090 405 81.16 55.7 99.9
16 Discharging 475 880 405 93.63 52.9 99.9
17 Discharging 175 580 405 98.21 63.9 99.7
18 Storing 0 380 380 98.22 99.9 99.9
19 Charging 270 0 270 91.13 93.5 99.7
20 Charging 270 0 270 84.03 92.6 99.7
21 Charging 270 0 270 76.94 91.8 99.7
22 Charging 270 0 270 69.84 90.9 99.7
23 Charging 270 0 270 62.74 90.1 99.7
24 Charging 270 0 270 55.65 89.3 99.7

earlier in this section. Also, losses due to heat gain from the environment, Ql , are determined here
as follows:

Ql = A�T

RT

(6.173)

where �T is the difference between the storage-fluid and environmental temperatures, A is the
surface area through which the heat is transferred, and RT is the unit total thermal resistance of
the storage module. Following Figure 6.21, the overall energy and efficiencies can be written with
Equations 6.32 and 6.49 for the ITES module as it undergoes a cyclic operation over a 24-h period,
by summing over the 24 h:

η = Product cold recovered

Cold input
=

24∑
j=1

(Hc − Hd)j

24∑
j=1

(Hb − Ha)j

(6.174)

ψ = Exergy recovered

Exergy input
=

24∑
j=1

(∈d − ∈c)j

24∑
j=1

(∈a − ∈b)j

(6.175)

Energy and exergy efficiencies for charging, storing, and discharging are similarly evaluated,
following Section 6.9.3.
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Results and Discussion

The overall energy and exergy efficiencies are 99.5% and 50.9%, respectively, and the hourly
energy and exergy efficiencies are listed in Table 6.14. The hourly exergy efficiencies range from
80–94% and average 86% for the overall charging period, range from 53–66% and average 60%
for the overall discharging period, and range from 99–100% for the overall storing period. The
hourly energy efficiencies exceed 99% for all periods.

The marked differences in the energy and exergy efficiencies for the overall process and the
subprocesses merit emphasis and explanation. The energy efficiencies are high, since they only
account for heat gains from the environment, which are small. The exergy efficiencies are much
lower since they account for the “usefulness” of the energy, which is related to the inlet and outlet
temperatures and the mass flow rates of heat-transfer fluid. In the example, the charging fluid being
at −4 ◦C, a much lower temperature than that of the environment, is a moderately high-quality
cold flow. The cold flow recovered during discharging, however, is of much lower quality with a
temperature much closer to that of the environment. Thus, the energy efficiencies, for each hour
or for the entire cycle, are misleadingly high as they only account for energy recovery but neglect
entirely the loss of quality of the flows. This quality loss is quantified with exergy analysis. Since
the irreversibilities in an ITES process destroy some of the input exergy, ITES exergy efficiencies
are always lower than the corresponding energy efficiencies.

Another interesting observation stems from the fact that exergy efficiencies provide a measure
of how nearly a process approaches ideality, while energy efficiencies do not. Here, the energy
efficiencies being over 99% for the overall process and all subprocesses erroneously imply that the
ITES system is nearly ideal. The overall exergy efficiency of approximately 51%, as well as the
subprocess exergy efficiencies, indicate that the ITES system is far from ideal, and has a significant
margin for efficiency improvement. In this example, the same cooling capacity could be delivered
from the ITES using about half of the input exergy if it were ideal. Thus, overall electrical use
by the chillers could be greatly reduced while still maintaining the same cooling services. Such a
reduction would reduce the necessary installed cooling power and electrical costs.

Further implications of the results follow:

• The fact that the exergy efficiencies are less than 100% implies that a mismatch exits between
the quality of the thermal energy delivered by the ITES (and required by the cooling load) and
the quality of the thermal energy input to the ITES. This mismatch, which is detectable through
the temperature of the thermal energy flows across the ITES boundaries, is quantifiable with
exergy analysis as the work potential lost during storage. The exergy loss, therefore, correlates
directly with an additional use of electricity by the chillers than would occur without the exergy
loss. When exergy efficiencies are 100%, there is no loss in temperature during storage.

• The nonideal exergy efficiencies imply that excessively high-quality thermal energy is supplied
to the ITES than is required given the cooling load. Thus, exergy analysis indicates that lower
quality sources of thermal energy could be used to meet the cooling load. Although economic
and other factors must be taken into account when selecting energy resources, the exergy-based
results presented here can assist in identifying feasible energy sources that have other desired
characteristics (e.g., environmentally benign or abundant).

Consequently, the results demonstrate that a more perceptive measure of comparison than energy
efficiency is needed if the true usefulness of an ITES is to be assessed and a rational basis for the
optimization of its economic value established. Energy efficiencies ignore the quality (exergy) of
the energy flows, and so cannot provide a measure of ideal performance. Exergy efficiencies provide
more comprehensive and useful efficiency measures for practical ITES systems, and facilitate more
rational comparisons of different systems. In addition, exergy analysis can assist in the optimization
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of ITES systems, when combined with assessments of such other factors as resource-use reductions,
environmental impact and emissions decreases, and economics.

6.9.6 Closure

Exergy analysis provides more meaningful and useful information than energy analysis about the
efficiencies, losses, and performance for CTES systems. A prime justification for this view is
that the loss of low temperature is accounted for in exergy – but not in energy-based performance
measures. Furthermore, the exergy-based information is presented in a more direct and logical
manner, as exergy methods provide intuitive advantages when CTES systems are considered.
Consequently, exergy analysis can likely assist in efforts to optimize the design of CTES systems
and their components, and to identify appropriate applications and optimal configurations for
CTES in general engineering systems. Several additional key points can be drawn from this
section: (i) exergy analysis can assist in selecting alternative energy sources for CTES systems,
so that the potential role can be properly considered for CTES in meeting society’s preferences
for more efficient, environmentally benign energy use in various sectors; and (ii) the application
of exergy analysis to CTES systems permits mismatches in the quality of the thermal energy
supply and demand to be quantified, and measures to reduce or eliminate reasonably avoidable
mismatches to be identified and considered. The material presented in this section for cold TES
parallels that presented in the rest of this chapter for heat storage systems, although the advantages
of the exergy approach appear to be more significant when CTES systems are considered due to
manner in which “cold” is treated as a resource.

6.10 Exergy-Based Optimal Discharge Periods for Closed TES
Systems

Since in many instances, energy-based performance measures can be misleading while exergy-
based measures provide more realistic TES evaluations, exergy results can be useful in design
and optimization activities. Some researchers (Bejan, 1978; Rosen, 1990) have attempted to obtain
optimum design and operating parameters for sensible TES systems using exergy techniques. Bejan
(1978) considered the charging process of a TES system. Krane (1987), considering the entire
charging–discharging cycle, found that high-efficiency systems had charging–discharging time
ratios of 1:4 or higher. It may not be possible to incorporate such charging–discharging time ratios
into many TES applications. Optimal efficiencies and temperatures for the phase change in latent
TES have also been investigated (Saborio-Aceves et al., 1994).

In this section, which follows an earlier report (Gunnewiek et al., 1993), the usefulness of using
exergy-based measures in optimization and design is demonstrated for TES discharge processes.
Analytical expressions are developed using energy and exergy methods for the storage-fluid temper-
ature during discharging and the TES discharge efficiencies. Although in much of this chapter, pump
work has been neglected with respect to thermal energy flows, one must account for work terms in
optimization efforts. Thus pump work is accounted for in this section, and the optimum discharge
period based on thermodynamic criteria is determined. An illustrative example is presented.

6.10.1 Analysis Description and Assumptions

A simple case is considered in which a sensible, closed, fully mixed TES undergoes a complete
storage cycle where the final state of the TES is the same as the initial state. The TES system
boundaries may be adiabatic or nonadiabatic, and the surroundings are at a constant temperature
and pressure. Fluid flows are modeled as steady and one-dimensional. Kinetic and potential energy



310 Thermal Energy Storage

Two

Twi

To Tsi

Ts

Tso
P

P

Heat exchanger

Thermal energy storage (TES)

msmw
• •

Figure 6.24 The closed TES system considered in evaluating optimal discharge periods

terms are considered negligible, as is the chemical component of exergy, because it does not
contribute to the exergy transfers for a sensible TES system.

6.10.2 Evaluation of Storage-Fluid Temperature During Discharge

It is assumed that the recovery of thermal energy from the TES system is achieved with a heat
exchanger (Figure 6.24). The heat-recovery rate may be written as

Q̇ = ṁscs(Tsi − Tso) (6.176)

where ṁs and cs are the mass flow rate and specific heat of the storage fluid, and Tsi and Tso are
the heat exchanger inlet and outlet storage-fluid temperatures, respectively.

Knowing the effectiveness ε of the heat exchanger, which is dependent on the heat-exchanger
configuration and fluid flow conditions, and the minimum heat capacity rate Cmin for the two fluids
involved in the heat-transfer process, the heat-recovery rate may also be written as

Q̇ = Cminε(Tsi − Twi) (6.177)

Assuming that the temperature of the storage fluid entering the heat exchanger Tsi is the same as
the storage-fluid temperature Ts , and that the working-fluid temperature entering the heat exchanger
Twi is the same as the reference-environment temperature To, then it can be shown with Equations
6.176 and 6.177 that

Tso = Ts − Cminε

ṁscs

(Ts − To) (6.178)

To evaluate the changing storage-fluid temperature during the discharge process, a mathematical
model is introduced in which, for a finite time step of t s , a mass of storage fluid at temperature Ts

exits the TES while an equal mass of storage fluid at temperature Tso enters. The importance has
recently been recognized of the time-step size used in the mathematical modeling and numerical
simulation of TES systems (Fanny and Klein, 1988; Lightstone et al., 1988). The accuracy of the
results is partially dependent on the time-step size and flow rates. A decrease in the time-step size
increases the accuracy of the solution to a certain point. In one particular study (Lightstone et al.,
1988), a decrease in a time step of 10 s resulted in no significant difference in the results.
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Adiabatic TES Case

After each time step of the discharging period, the new storage-fluid temperature Tsa for a fully
mixed TES with adiabatic boundaries can be expressed as

Tsa = (m − ṁs t
s)Ts + (ṁs t

s)Tso

m
(6.179)

where m is the mass of the storage fluid and is constant for a closed TES system. Using
Equation 6.178, Equation 6.179 becomes

Tsa = Ts − Cminεt
s

mcs

(Ts − To) (6.179a)

Nonadiabatic TES Case

For a nonadiabatic TES with an overall heat-transfer coefficient U based on an outer-surface area
A, the heat loss Ql at any storage-fluid temperature Ts , for a finite time step t s , is

Ql = UAts(Ts − To) (6.180)

and the TES energy content Es is

Es = mcs(Ts − To) (6.181)

Thus, after each finite time step during the discharging process, the new storage-fluid temper-
ature Tsn, for a fully mixed TES with nonadiabatic boundaries, can be found with the following
energy balance:

mcs(Tsn − To) = mcs(Tsa − To) − Ql (6.182)

After rearranging and substituting Equations 6.179a and 6.180, it can be shown that

Tsn = Ts − Cminεt
s

mcs

(Ts − To) − UAt s

mcs

(Ts − To) (6.183)

Note that Equation 6.183 expresses the new storage-fluid temperature after a finite time step for
any fully mixed, closed TES with adiabatic or nonadiabatic boundaries.

6.10.3 Discharge Efficiencies

Energy Efficiency

The heat Q3 recovered from a TES during the i th finite time step ts(i) can be written as

Q3(i) = ṁscs t
s(i)[Tsn(i) − Tso(i)] (6.184)

Equation 6.184 does not account for the work required to recover the heat. If pump work
is considered, the net energy recovered from the TES system may be written as Q3(i) −
Ẇ ts(i), where Ẇ is the shaft power used by the pump, and the discharge energy efficiency after
n time steps is defined as

η =
n∑

i=1

Q3(i) − Ẇ ts(i)

Es(i = 0)
(6.185)

Here Es(i = 0) is the initial energy content of the storage, when the storage-fluid temperature
is Ts . Note that the energy discharge efficiency is 100% when heat transfer is ideal and the TES is
perfectly insulated.
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Exergy Efficiency

The thermal exergy X3 recovered from the TES during time step i can be written as

X3(i) = ṁscs t
s(i)

[
(Tsn(i) − Tso(i)) − To ln

Tsn(i)

Tso(i)

]
(6.186)

Accounting for pump work, the net exergy recovered is X3(i)− Ẇ ts(i) and the discharge exergy
efficiency can be written as

ψ =
n∑

i=1

X3(i) − Ẇ ts(i)

�s(i = 0)
(6.187)

where �s(i = 0) is the initial exergy content of the TES, expressible as

�s = mcs [(Ts − To) − To ln(Ts/To)] (6.188)

6.10.4 Exergy-Based Optimum Discharge Period

From a thermodynamic perspective, the optimum discharge period for a TES is that corresponding
to the maximum discharge efficiency. The authors feel that the optimum discharge period is more
meaningfully determined using exergy rather than energy efficiencies, because exergy analysis
considers the quality or usefulness of storage-fluid energy, which is dependent on the fluid and
ambient temperatures, and recognizes the difference in usefulness of pump work and recovered
heat, whereas energy analysis treats these two energy forms as equal.

It is noted that the optimum discharge period here, which is constrained to being based solely on
thermodynamic criteria, may not in general coincide with the optimum period when factors other
than thermodynamics (e.g., economics, environmental impact) are taken into account.

6.10.5 Illustrative Example

Consider an active solar space-heating system having a sensible, fully mixed TES that is charged
during daylight hours and discharged at night. The storage medium, water, has a mass of
m = 10,000 kg, a constant specific heat of cs = 4.18 kJ/kg K, and a temperature at the beginning
of the discharge period of Ts = 353 K. Heat transfer between the storage fluid and working fluid
(air, with cw = 1.007 kJ/kg K) occurs in a heat exchanger with a “number of transfer units” of
NTU = 2.5, an effectiveness of ε = 0.7, and mass flow rates of ṁs = 0.22 and ṁw = 1.2 kg/s.
The temperature of the reference environment is To = 293 K. A time step of t s = 600 s is used.

Energy and exergy discharge efficiencies are evaluated as a function of discharge period duration
for several cases. Figure 6.25 compares storages having adiabatic and nonadiabatic boundary con-
ditions, that is, UA = 0 and 0.15 kW/K, when the pump shaft power is Ẇ = 0.745 kW. Figure 6.26
considers the influence of pump shaft power (Ẇ =0 and 0.745 kW) for a nonadiabatic TES
(UA = 0.15 kW/K).

In Figure 6.25, the top two curves show energy efficiencies for adiabatic and nonadiabatic
storages, and the bottom two curves show the corresponding exergy efficiencies. The difference
in discharge efficiencies for adiabatic and nonadiabatic TES systems is attributable to heat losses,
which reduce the amount of heat that can be recovered in the heat-transfer process. Two points of
significance are noted in the differences between the energy and exergy efficiency curves. First, the
maximum exergy and energy discharge efficiencies differ and occur at different times, for example,
for the nonadiabatic TES, the maximum exergy efficiency (28.7%) occurs at 13.5 h, while the
maximum energy efficiency (72.1%) occurs at 57.3 h. Secondly, the net exergy recovered from a
TES becomes negative (and consequently, the exergy discharge efficiency becomes negative) before
the maximum energy discharge efficiency is attained.
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Figure 6.25 Discharge efficiencies, accounting for pump work, for adiabatic and nonadiabatic TES systems
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Figure 6.26 Discharge efficiencies for nonadiabatic TES systems with and without pump work
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In Figure 6.26, it can be seen that if pump shaft power is considered negligible, maximum
discharge efficiencies are higher for both energy and exergy analysis, relative to when the pump
shaft power is considered nonzero. Also, with negligible pump shaft power, the maximum net
energy recovery is not diminished by continued operation of the heat-exchanger pump. In addi-
tion, Figure 6.26 demonstrates that thermal energy and thermal exergy differ, depending on the
temperatures involved, while pump shaft power is equivalent in energy and exergy terms. Hence
in Figure 6.26, the difference between the exergy and energy efficiencies is much greater for the
cases with pump work than without.

6.10.6 Closure

Using energy and exergy discharge efficiencies and a method for evaluating the changing storage-
fluid temperature for the discharge process of a closed, fully mixed, sensible TES system, optimal
discharge periods can be evaluated based on thermodynamic considerations. The results show that
the difference between the results of energy and exergy analyses is significant, and that the impact
of pump work on the optima can be important. The authors feel that, since exergy is a measure of
the quality or usefulness of energy, exergy performance measures are more meaningful than energy
performance measures, and should be considered in the evaluation of the optimum discharge period
for TES systems and in related design activities.

6.11 Exergy Analysis of Solar Ponds
Solar ponds provide an interesting option for simultaneously collecting and storing solar energy and
are viable in some regions (e.g., those with readily available land, much sunshine, little snow, and
access to inexpensive salt – NaCl or bittern). The technology was developed in Israel in the 1960s.
Solar ponds are usually large and deep, and sized to provide community heating. The pond acts
as a sensible TES that can supply thermal energy for many applications. The ability to collect and
store solar energy makes the solar pond somewhat akin to some passive solar energy technologies
(e.g., trombe walls).

A solar pond (see Figure 6.27) differs from an ordinary pond or lake in one key way. In the
latter, solar radiation warms the water and increases its buoyancy, causing it to rise to the surface
where it loses heat to the atmosphere. This phenomenon is inhibited in a solar pond by dissolving
salt into its bottom layer, making that water too dense to rise, even when hot. Thus, solar energy
reaching the bottom of the pond is trapped, unlike the water in an ordinary pond that remains
at nearly atmospheric temperature. The salt concentration increases with depth, forming a saline
concentration gradient. The added salt also inhibits natural convection, allowing the cooler water
on top to act as insulation and reduce evaporation. Salt water can be heated to high temperatures,
even above the boiling point of fresh water. Solar ponds also differ in other ways from the ordinary
ponds: solar ponds contain clear water to increase solar radiation penetration as much as possible,
and the pond bottom is darkened to increase solar radiation absorption. Thermal energy is discharged
from the solar pond as hot brine.

The three regions or zones of a typical solar pond can be seen in Figure 6.27 and have the
following characteristics:

• The top region is the surface zone or upper convective zone (UCZ). This zone contains a
homogeneous layer of low-salinity brine or fresh water. This zone is fed with fresh water of a
density near to the density of fresh water in the upper part to maintain the cleanliness of the
pond and replenish lost water due to evaporation.

• The middle region is the gradient zone or nonconvective zone (NCZ) or insulation zone. This
zone acts as a thermally insulating layer. It contains a salinity gradient, implying water nearer the
surface is less concentrated than water below it. That is, the brine density of the salty water in this
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Figure 6.27 Illustration of a solar pond

zone gradually increases toward the lower convective zone (LCZ). Hence, there is no convection
in the gradient zone even when the lower zone is heated since the hotter, saltier water at the
bottom of the gradient remains denser than the less salty water above it. The NCZ performs an
important function in a solar pond: it allows solar radiation to penetrate into the storage zone
but inhibits heat (long-wave thermal radiation) from escaping. This function is possible in part
because water is opaque to infrared radiation.

• The lower region is the LCZ or heat storage zone (HSZ). This zone contains homogeneous,
concentrated salty water that can be either convecting or thermally stratified. Much of the incident
solar energy is absorbed and stored in this zone. This is because water transmits solar radiation
well and infrared radiation poorly. Hence, solar energy that reaches and is absorbed in this zone
can escape via conduction only. The thermal conductivity of water is moderately low and, if the
gradient zone has substantial thickness, heat escapes upward from the lower zone slowly. The
LCZ has the highest temperature, so the strongest thermal interactions occur between this zone
and the adjacent insulated bottom and side walls.

Solar ponds are relatively simple devices that operate straightforwardly, require little maintenance
(e.g., they need cleaning to maintain water transparency), and have long lifetimes. The pumps and
piping used to maintain the salt gradient are not complex. The performance of a solar pond depends
on its thermal-storage capacity, construction and maintenance, and the thermophysical properties
of its components (especially the storage fluid) (Karakilcik et al., 2006a, b). Solar ponds do not
typically require backup systems because their high heat capacity and large thermal mass normally
allow them to buffer periods of reduced solar intensity.

Various investigations of solar ponds have been reported, including modeling to facilitate exam-
inations of performance, efficiency, and operation. The case study described here draws heavily on
results reported previously (Karakilcik and Dincer, 2008).

6.11.1 Experimental Solar Pond

In this case study, we examine an experimental solar pond located in Adana, Turkey at Cukurova
University (35◦18′ E longitude, 36◦59′ N latitude). Temperature distributions, energy and exergy
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Figure 6.28 A photo of experimental solar pond

losses, and efficiencies are measured or determined. The data allow pond performance to be obtained
experimentally for 11 representative months (all but June). Significant factors affecting performance
are described, for example, incident solar radiation, zone thicknesses, wall shading, and insulation.

The experimental solar pond considered in this case study (Figure 6.28) is 1.5 m deep and has
a square horizontal profile of side lengths 2 m. The UCZ, NCZ, and HSZ thicknesses are 0.1 m,
0.6 m, and 0.8 m, respectively. The salt-water solution contains a NaCl reagent and fresh water. A
salt gradient exists in the zones, with the pond water having a density of 1000–1045 kg/m3 in the
UCZ, 1045–1170 kg/m3 in the NCZ and 1170–1200 kg/m3 in HSZ. The bottom and the side walls
of the pond are plated with 5-mm thick iron sheets, and contain a layer of glass wool insulation
50 mm thick. The solar pond has a steel base 0.5 m above the ground, which is somewhat insulated
with 20 mm thick wood slats. The inner and outer side walls are covered with anti-corrosion paint.
Figure 6.29 illustrates the inner zones of the solar pond and Figure 6.30 illustrates solar radiation
entering the pond and the shading area by its south sidewall. The UCZ, NCZ, and HSZ thicknesses of
the salt gradient solar pond are seen in Figure 6.30 to be X1, X2 − X1, and X3 − X2, respectively.
Other property data for the solar pond parts and surroundings are listed in Table 6.15.

6.11.2 Data Acquisition and Analysis

Data Acquisition

The experimental unit used to obtain data is described in detail elsewhere, along with the experi-
mental method and measurements (Karakilcik and Dincer, 2008; Karakilcik et al., 2006a, b). The
inner zones of the experimental unit (Figure 6.30) consist of three zones (eight saline water lay-
ers). The UCZ is 10 cm thick. The NCZ consists of six layers each of 10 cm thickness and having
different density. The HSZ is 80 cm thick. Some details on data follow:

• Temperatures are sensed at heights from the bottom of the pond of 0.05, 0.30, 0.55, 0.70, 0.80,
1.05, 1.35, and 1.50 m, and, from the bottom of the pond downward into the insulated bottom,
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Figure 6.30 Illustration of the three zones in the experimental solar pond

at 15 and 45 mm, and for heights from the bottom of the side wall of 0, 0.35, 0.65, 0.75, 1.00,
and 1.35 m.

• Inner and wall temperatures of the pond are measured on an hourly basis during the day.
• Temperatures at the inner zones and insulated sidewall of the pond are measured by sensors

with a range of −65 ◦C to +155 ◦C, and with an accuracy of ±0.1◦C for the temperature range
of 0 ◦C to 120 ◦C. The sensors consist of 1N4148 semiconductor devices with coaxial cables
lengths of 17 to 20 m.
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Table 6.15 Selected properties of materials comprising and surrounding experimental solar pond

Property Storage substance Experimental container Surroundings

Brine Water Insulation Painted wall Air

Density (kg/m3) 1185 998 200 7849 1.16
Specific heat (kJ/kg/K) – 4.182 0.670 0.460 1.007
Thermal conductivity (kJ/m/K/h) – 2.160 0.143 21.20 0.0947

Source: (Karakilcik, 2006a, b).

• Solar energy data are obtained using a pyranometer, and hourly and daily average air temperatures
are obtained from a local meteorological station.

• The temperature-distribution profiles and other data are obtained using a data acquisition system
(Karakilcik and Dincer, 2008).

Data Analysis

To understand the thermal performance of a solar pond, the rates of absorption of the incident solar
radiation by zone and the temperature distributions of its regions need to be determined. Part of
the solar radiation incident on the solar pond is absorbed, part is reflected at the surface, and the
remaining part is transmitted (see Figure 6.29). Most of the incident radiation is transmitted through
the layers and part reaches the HSZ where it is converted to heat and stored.

The absorption by the salty water solutions changes with concentration of the solution. The
fluid in the UCZ has uniform and low salinity (like seawater). Concentration and temperature both
increase linearly with pond depth in the NCZ, while the fluid is stratified due in the LCZ to its
high salinity and correspondingly varying density.

In this analysis, the pond and its three zones are separated into 30 inner layers or zones. The
temperatures of the layers vary temporally and depend on various factors, such as incident solar
radiation, transmission and absorption characteristics (by layer), pond dimensions, structure and
insulation, shading, solar pond fluid thermophysical properties (e.g., thermal conductivity), and sur-
rounding climate. Analysis of an experimental solar pond is generally complicated due to variations
in these factors.

Temperatures

To determine heat losses from the solar pond, experimental temperature distributions with pond
height are obtained for the inner zones (see Table 6.16 and Figure 6.31). The temperatures at points
in each zone are measured during the months and the monthly average temperatures are determined.

Table 6.16 Mean monthly temperatures (in ◦C) of solar pond zones and surroundings

January February March April May July August September October November December

Upper convective
zone (UCZ)

10 12 14 18 27 33 34 33 28 20 18

Nonconvective
zone (NCZ)

14 15 19 22 36 42 43 41 32 22 20

Heat storage
zone (HSZ)

17 18 22 28 40 52 55 50 41 28 23

Surroundings 10 11 14 18 22 28 28 26 21 16 11
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Figure 6.31 Monthly temperature distributions at various heights of the solar pond

Zone temperatures are clearly seen to vary with month, as the surrounding temperature and incoming
solar radiation vary significantly monthly. Specifically, the temperature of each zone reaches a
maximum in August and a minimum in January. These maximum and minimum temperatures,
respectively, are 35 ◦C and 10 ◦C for the UCZ, 45 ◦C and 14 ◦C for the NCZ, and 55 ◦C and 17 ◦C
for the HSZ. Generally, the temperatures of the zones increase with incident solar flux.

Brine Density Gradient

The vertical variation of brine density in the solar pond is illustrated in Figure 6.32 for each month.
The monthly differences are likely attributable to the warmer conditions in summer, and are related
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to the absorption and reflection of incident solar radiation at the pond surface, surface heat losses
to air, and the thermophysical properties of brine. As expected, increasing temperature reduces the
density more in the summer months. The increase in saline density for the UCZ and the NCZ is
caused by evaporation of water at the upper region. These changes can be reduced by continuously
adding fresh water to the top of the pond. Significant changes are observed in the UCZ and the
NCZ when salt gradient protection systems for cleaning purposes are not used.

6.11.3 Energy and Exergy Assessments

Energy Flows, Efficiencies, and Losses

Energy flows in the inner zones of the pond are illustrated in Figure 6.29. The thermal performance
of the solar pond depends on incident solar radiation, shading and reflection, transmission and
absorption, as well as heat flows to the surroundings and across the zones. The net energy stored
in the zones is determined by using the property data in Table 6.15. Heat losses significantly affect
performance; these are significant at the pond surface, but are kept very small by insulation from
the sides and bottom.

The sunlit area and temperature of the zones, especially the HSZ, are affected by wall shading.
The average sunny area and shaded areas, respectively, are determined to be 3.93 m2 and 0.07 m2

for the UCZ, 3.13 m2 and 0.87 m2 for the NCZ, and 2.63 m2 and 1.37 m2 for the HSZ.
The net average values of solar radiation incident on the zone sunny area during January, May,

and August, respectively, are 439, 2077, and 2042 MJ for the UCZ, 352, 1662, and 1634 MJ for
the NCZ, and 193, 914, and 899 MJ for the HSZ. Most of the incident solar radiation is transmitted
to the NCZ through the UCZ, although some is absorbed in the NCZ. Furthermore, much of the
incident solar radiation is transmitted from the NCZ to the HSZ. Little incident solar radiation is
reflected from the NCZ to the UCZ. The majority of the incident radiation reaches the HSZ from
the NCZ. This transmitted solar radiation from the NCZ is absorbed in the HSZ, while little of the
incident solar radiation is reflected from the HSZ to the upper zones.

The energy stored in each of the zones is shown in Figure 6.33. For instance, the respective
quantities of energy stored for January and August are 4 and 93 MJ in the UCZ, 311 and 225 MJ
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in the NCZ, and 19 and 253 MJ in the HSZ. Most of the energy is stored in the HSZ, which is
responsible for the greatest heat loss.

Zone energy efficiencies are shown in Figure 6.34. The UCZ efficiencies vary from 0.9% to
4.5% for January and August, respectively. The NCZ energy efficiencies vary from 3.2% to 13.8%
for January and August, respectively, while the HSZ efficiencies vary from 9.7% to 28.1% for
January and August, respectively. Although the UCZ receives the greatest incident solar radiation,
it exhibits the lowest zone efficiencies, mainly because of its small thickness and large surface
heat losses to the surrounding air. The low UCZ efficiency is also attributable to shading. Shading
significantly decreases the performance of the NCZ and the HSZ.

The performance of the solar pond as a TES depends upon the total radiation reaching its zones.
In summer, much of the incident solar radiation is absorbed by the HSZ and little is reflected from
the pond bottom wall. Increasing shading area from the top to the bottom of the pond reduces the
solar radiation transmitted. In a solar pond, efficiencies are low since the stored energy is much
smaller than the incident solar radiation on the zone surfaces. Energy losses from heat transfer to
air from the UCZ reduce energy efficiency. Little of the incident solar radiation is stored in the
pond and the UCZ efficiency has little impact on the overall performance of the pond compared to
the NCZ. The efficiencies are dependent on the temperatures of the brine and surrounding air. The
monthly temperature variations between the zones affect the diffusion of salt molecules from the
pond bottom and heat losses.

To better understand the true magnitudes of thermodynamic efficiencies and losses for the solar
pond and to potentially improve performance, exergy analysis is useful. This is the topic of the
next section.

Exergy Flows, Efficiencies, and Losses

By clarifying and correcting many of the weaknesses of energy analysis of solar pond systems,
exergy analysis is useful for analysis, design, and improvement. For instance, exergy analysis
assesses meaningful efficiencies and losses. Corresponding exergy flows for the energy flows in
Figure 6.29 for each of the zones in the pond can be determined. Also, energy and exergy efficiencies
are compared for the three pond zones. Here, the exergy of the solar radiation is expressed assuming
a surface temperature for the sun of 6000 K, using an expression proposed by Petala (2003).

Monthly energy and exergy contents for the pond zones, determined using average temperatures
in Table 6.16, are shown in Figure 6.33. The energy and exergy contents follow the solar irradiation
annual profile, with the lowest exergy contents observed in January and the highest in July. The
energy contents exceed the corresponding exergy contents. Energy is conserved, so the only energy
losses are heat emissions to the surroundings. Exergy can also be lost to the surrounding but it
is also destroyed in each zone due to irreversibilities and processes like mixing fluids of different
temperatures. The temperature of the surroundings affects energy and exergy losses significantly
since both involve losses to the ambient air.

Monthly variations in exergy input, exergy recovered and exergy destruction and losses for the
zones are provided in Table 6.17 (except for June when maintenance was performed on the data
acquisition system). The exergy recovered and the exergy destruction and losses sum to the exergy
input. The exergy input for all zones is greatest in July when incoming solar irradiation is greatest,
and the other exergy terms vary somewhat in proportion to the exergy input.

Exergy accumulation is assumed not to occur in the UCZ, since it is less than 1%. Exergy accu-
mulation is also assumed negligible for the NCZ. The exergy recovered in the UCZ is transferred
to the NCZ. The exergy recovered from the UCZ varies from 392 MJ in January to 1682 MJ in
July. Similarly, exergy recovered in the NCZ is transferred to the HSZ. The exergy recovered from
the NCZ varies from 18 MJ in January to 958 MJ in July. In the HSZ, exergy is stored rather than
recovered, permitting solar ponds to perform daily or seasonal storage. Much less exergy is stored
in the HSZ than the exergy input and the exergy destruction and losses. The exergy recovered from
the NCZ varies from 170 MJ in January to 743 MJ in July.
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Table 6.17 Mean monthly exergy parameters (in MJ) for solar pond zones

January February March April May July August September October November December

Input
UCZ 417 644 1161 1700 1976 2168 1982 1740 1300 783 506
NCZ 335 517 931 1363 1588 1748 1601 1404 1049 629 408
HSZ 188 291 525 768 885 959 869 767 573 350 224
Recovered or stored∗
UCZ 329 511 920 1348 1553 1682 1525 1345 1005 614 393
NCZ 188 291 525 768 885 958 869 766 573 350 224
HSZ 17 27 53 89 141 204 218 181 133 57 28
Loss∗∗
UCZ 88 133 241 352 423 486 457 395 295 169 113
NCZ 147 226 406 595 703 790 732 638 476 279 184
HSZ 171 264 472 679 744 755 651 586 440 293 196

∗Values for HSZ are stored exergy and for UCZ and NCZ are recovered exergy.
∗∗Includes exergy destruction and waste exergy emission.

Monthly energy and exergy efficiencies for the zones of the solar pond are presented in
Figure 6.34. The exergy efficiencies are lower than the energy efficiencies for each pond zone.
The differences between energy and exergy efficiencies are smaller in winter than summer. The
efficiencies for the HSZ are higher than the corresponding efficiencies for the UCZ and NCZ. The
pond inner zones store more exergy in the summer than the winter. The exergy destruction and
losses significantly affect the performance and detract from system efficiency.

6.11.4 Potential Improvements

The energy and exergy analyses using experimental data reported in this case study of a solar
pond has demonstrated that performance is affected strongly by the variation of temperature with

0

5

10

15

20

25

30

35

Jan. Feb. Mar. Apr. May July Aug. Sep. Oct. Nov. Dec.

Month

E
ffi

ci
en

cy
 (

%
)

Exergy (UCZ) Exergy (NCZ) Exergy (HSZ)

Energy (UCZ) Energy (NCZ) Energy (HSZ)

Figure 6.34 Monthly variation of energy and exergy efficiencies of the solar pond zones



Energy and Exergy Analyses of Thermal Energy Storage Systems 323

depth, especially the LCZ temperature, and that the temperature of the zones is affected by incident
radiation, zone thickness, shading, and thermal losses.

To increase the pond efficiency, several modifications could be considered:

• Heat losses and solar radiation reflection from upper zone should be reduced, as should shading
and thermal losses from the bottom and side walls.

• Zone thicknesses should be modified where practical. This modification would also enhance the
stability of the pond.

• Energy and exergy efficiencies and losses of the pond zones should be applied to help determine
the best operating state.

6.12 Concluding Remarks
This chapter has demonstrated that the use of exergy analysis is very important in developing a
good understanding of the thermodynamic behavior of TES systems, and for rationally assessing,
comparing, and improving their efficiencies.

Methods identified by exergy analysis as having high improvement potential for TES systems
are only limited by the creativity and knowledge of engineers and designers, and can include:

• reducing thermal losses (heat leakage from hot TES systems and heat infiltration to cold TES
systems) by improving insulation levels and distributions;

• avoiding temperature degradation by using smaller heat-exchanger temperature differences, ensur-
ing that heat flows of appropriate temperatures are used to heat cooler flows, and increasing
heat-exchanger efficiencies;

• avoiding mixing losses by retaining and taking advantage of thermal stratification; and
• reducing pumping power by using more efficient pumps, reduced-friction heat-transfer fluids,

and appropriate heat-recovery threshold temperatures.

The authors feel that the development is required of standard TES evaluation methodologies
which take into account the thermodynamic considerations discussed in this chapter. By accounting
for these considerations, meaningful methodologies can be developed for assessing the comparative
value of alternative storages. In particular, the use of exergy analysis (and related concepts) is
important because it clearly takes into account the loss of availability and temperature of heat in
storage operations, and hence it more correctly reflects the thermodynamic and economic value of
the storage operation.

Without methodologies capable of providing perceptive measures of technical, and ultimately of
competitive economic performance, the development of better technology will be unscientific and
disorganized, and open to subjective assessments of accomplishment. The development of better
assessment methodologies will ensure effective use of energy resources by providing the basis for
identifying the more productive directions for development of TES technology, and identifying the
better systems without the lengthy and inefficient process of waiting for them to be sorted out by
competitive economic success in the marketplace.

Nomenclature
A surface area
c specific heat
cp specific heat at constant pressure
cv specific heat at constant volume
C heat capacity rate
e specific energy
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E energy
f fraction; mean height fraction
F fraction of storage-fluid mass in liquid phase
h specific enthalpy; specific base enthalpy; height (relative to TES bottom)
H enthalpy; TES fluid height
i time-step increment
I exergy consumption due to irreversibilities
ke specific kinetic energy
m mass
N moles
NTU number of transfer units
pe specific potential energy
P absolute pressure
Q heat
R thermal resistance
s specific entropy
S entropy
t time
T temperature
u specific internal energy
U internal energy; overall heat-transfer coefficient
v specific volume
V volume
W shaft work
x mass fraction
X thermal exergy (i.e., the exergy associated with heat Q)
y mole fraction

Greek Symbols

α constant parameter
ε specific flow exergy; heat-exchanger effectiveness
∈ flow exergy
η energy efficiency
θ parameter
µ chemical potential
ζ specific exergy
� exergy∏

entropy production
ρ density
τ exergetic temperature factor
φ zone temperature distribution
ψ exergy efficiency

Subscripts

a inlet flow during charging; adiabatic; parameter
amb ambient
b outlet flow during charging; bottom; parameter
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c injected during charging period; charging; inlet flow during discharging
d recovered during discharging period; discharging; outlet flow during discharging
e exit; equivalent
f final
i initial; ith constituent; inlet
j zone
jk number of zones
min minimum
kin kinetic component
l loss
m mixed
n nonadiabatic
net net
o environmental state; chemical exergy; outlet
oo dead state
p product
ph physical component
pot potential component
r region of heat interaction
s solid state; storage fluid
st storage (overall)
t threshold; top; liquid state
T total
th thermocline zone (zone 2)
w working fluid
1 charging period
2 storing period
3 discharging period

Superscripts

. rate with respect to time
– mean
′ modified case
A case A
B case B; basic three-zone model
C case C; continuous-linear model
D case D
G general-linear model
L linear model
s step
S stepped model
T general three-zone model

Acronyms

ATES aquifer thermal energy storage
CTES cold thermal energy storage
ITES ice thermal energy storage
TES thermal energy storage
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Study Questions/Problems
6.1 What is exergy and how is it different from energy?

6.2 What are the different types of exergy?

6.3 Describe the significance of the reference environment in exergy analysis.

6.4 The mean summer temperature in a particular location is 26 ◦C and the mean winter tempera-
ture is −2 ◦C. What would be an appropriate reference-environment temperature for assessing the
performance of a diurnal TES in winter? What would be an appropriate reference-environment
temperature for assessing the performance of a diurnal TES in spring? What would be an appro-
priate reference-environment temperature for assessing the performance of a seasonal TES that
collects heat during the summer and utilizes it during the winter?

6.5 What is the exergy transfer associated with a heat transfer of 1000 kJ at 400 K, in a reference
environment at 300 K?

6.6 What is the exergy flow rate associated with a flow of electrical power of 1000 kW? Does the
answer depend on the reference environment?

6.7 What is the exergy flow rate associated with a mass flow rate of water of 25 kg/s at 2 atm and
360 K, in a reference environment at 290 K and ambient pressure?

6.8 What are the two main types of exergy losses? Do they have energy-based counterparts?

6.9 Describe the steps involved in performing an exergy analysis of a TES system.

6.10 What is the energy loss for a TES in which 1000 kJ of thermal energy is injected during charging
and 700 kJ of thermal energy is recovered during discharging? What is the energy efficiency of
the TES?

6.11 For the previous question, if the thermal energy is injected at 90 ◦C and recovered at 55 ◦C, and
if the reference-environment temperature is 10 ◦C, what would be the exergy loss and the exergy
efficiency of the TES? Estimate the breakdown of the exergy loss into exergy associated with
waste heat emission and exergy loss due to internal exergy destruction.

6.12 Identify and compare several possible TES energy efficiencies. Repeat this task for TES exergy
efficiencies. Then, compare and contrast the energy and exergy efficiencies.

6.13 How does stratification improve the exergy efficiency of a TES?

6.14 Describe at least four causes of loss of stratification in a TES.

6.15 If the heat loss from a TES during a period of operation is 20 kJ during charging, 80 kJ during
storing, and 10 kJ during discharging, what is the heat loss from the TES during the overall period?

6.16 The exergy associated with surface heat losses from a TES is 200 kJ, but the overall exergy loss
for the TES is 450 kJ. Explain why these values are not the same.

6.17 A closed TES undergoes a charging process in which heat is transferred to it from a stream of
4000 kg of water which enters at 70 ◦C and leaves at 55 ◦C. Heat is recovered from the storage



Energy and Exergy Analyses of Thermal Energy Storage Systems 331

by a stream of 2500 kg of water entering at 20 ◦C and leaving at 40 ◦C. Determine for the TES,
the energy input, the energy recovered, the energy lost, and the energy efficiency. Also, determine
for the TES, the exergy input, the exergy recovered, the exergy lost, and the exergy efficiency.
Compare the answers and explain the differences between the energy and exergy parameters.
Assume an appropriate reference-environment condition.

6.18 A closed TES undergoes a charging process in which heat is transferred to it from a stream of fluid
which enters at 80 ◦C and leaves at 40 ◦C, and heat is recovered from the storage by a stream of
fluid entering at 20 ◦C. Could the heat-recovery fluid exit at a temperature above 80 ◦C? Could the
heat-recovery fluid exit at a temperature above 40 ◦C but below 80 ◦C? The reference-environment
temperature is 15 ◦C. Justify your answers.

6.19 If the exergy efficiency is equal to the energy efficiency for a closed TES which receives a heat
flow during charging at a certain temperature, what must be the relation between the charging and
discharging temperatures?

6.20 For an aquifer TES storing heating capacity, a threshold temperature below which heat is not
recovered is sometimes applied. Is the energy of exergy efficiency of the ATES more affected by
the application of this threshold? Explain why the exergy efficiency is only slightly affected by
the threshold application.

6.21 As an underground water resource, there are concerns about the quality of waters in aquifers.
Discuss the potential for contamination of aquifer water if it is used for thermal energy storage.
Also, investigate environmental and other regulations that exist in your jurisdiction related to the
use of aquifer as underground thermal energy storages.

6.22 Does thermal stratification increase or decrease the exergy efficiency of a TES containing a fixed
quantity of energy? Does thermal stratification increase or decrease the energy efficiency of the
TES? Justify your answers.

6.23 Determine the exergy content of a water storage which is stratified with an upper temperature
of 60 ◦C and a lower temperature of 40 ◦C, assuming the stepped temperature-distribution model
with two steps applies. The mass of water in the storage is 200 kg and the reference-environment
temperature is 20 ◦C.

6.24 Determine the exergy content of a water storage which is stratified with an upper temperature
of 40 ◦C and a lower temperature of 20 ◦C, assuming the linear temperature-distribution model
applies. The mass of water in the storage is 200 kg and the reference-environment temperature is
20 ◦C.

6.25 Determine the exergy content of a water storage in the previous question after a long period of
time has passed and the storage fluid becomes fully mixed, assuming no heat is lost from the TES.
The mass of water in the storage is 200 kg and the reference-environment temperature is 20 ◦C.

6.26 What is the main weakness of the linear temperature distribution model for vertical themal strati-
fication in a TES?

6.27 Heat storages can exhibit vertical thermal stratification. Can cold storages be thermally stratified?
Justify your answer.

6.28 What types of physical and other methods can be used to maintain thermal stratification of a TES?
Discuss how they work. Explain how they contribute to increasing the exergy content of a TES.

6.29 To provide an equivalent amount of storage of cooling capacity, how does the volume of an
ice-based cold TES compare to the volume of a liquid water-based cold TES? Justify your answer.

6.30 What is the thermocline in a TES?

6.31 Explain why the thermocline is important for retaining exergy in a vertically stratified TES.
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6.32 Determine the cooling capacity of an ice TES of 3 m3 volume which undergoes only latent heat
changes at 0 ◦C. Then determine the cooling capacity of a water CTES of 3 m3 volume which
undergoes only sensible heat changes between 3 ◦C and 9 ◦C. Compare the two answers.

6.33 Why is it important to consider pump work when evaluating the energy and exergy efficiencies
for a TES system? Does the inclusion of pump work have a greater effect on the energy efficiency
or the exergy efficiency?

6.34 For an insulated TES, describe the behavior of the energy efficiency with discharge period when
pump work is accounted for and when it is neglected.

6.35 Describe the three zones of a solar pond.

6.36 Is energy and exergy stored in all zones of a solar pond? Explain.

6.37 Where in a solar pond is the fluid density the greatest?

Appendix: Glossary of Selected Exergy-Related Terminology
This glossary identifies exergy-related terminology from the literature that is of relevance to the
TES discussions in this chapter. Most exergy terminology has only recently been adopted, and is
still evolving. Often more than one name is assigned to the same quantity, and more than one
quantity to the same name. Only exergy-related definitions are given for terms having multiple
meanings. The glossary is based in part on previously developed broader glossaries (Kotas et al.,
1987; Kotas, 1995; Kestin, 1980).

Available Energy. See exergy

Available Work. See exergy

Availability. See exergy

Base Enthalpy. The enthalpy of a compound (at To and Po) evaluated relative to the stable
components of the reference environment (i.e., relative to the dead state).

Chemical Exergy. The maximum work obtainable from a substance when it is brought from the
environmental state to the dead state by means of processes involving interaction only with the
environment.

Dead State. The state of a system when it is in thermal, mechanical, and chemical equilibrium
with a conceptual reference environment (having intensive properties of pressure Po, temperature
To, and chemical potential µioo for each of the reference substances in their respective dead states).

Degradation of Energy. The loss of work potential of a system which occurs during an irreversible
process.

Dissipation. See exergy consumption.

Effectiveness. See second-law efficiency.

Energy Analysis. A general name for any technique for analyzing processes based solely on the
first law of thermodynamics. Also known as first-law analysis .

Energy Efficiency. An efficiency determined using ratios of energy. Also known as thermal effi-
ciency or first-law efficiency .

Energy Grade Function. The ratio of exergy to energy for a stream or system.

Entropy Creation. See entropy production.
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Entropy Generation. See entropy production.

Entropy Production. A quantity equal to the entropy increase of an isolated system (associated
with a process) consisting of all systems involved in the process. Also known as entropy creation
or entropy generation .

Environment. See reference environment.

Environmental State. The state of a system when it is in thermal and mechanical equilibrium with
the reference environment, that is, at pressure Po and temperature To of the reference environment.

Essergy. See exergy. Derived from essence of energy.

Exergetic Temperature Factor. A dimensionless function of the temperature T and environmental
temperature To given by (1 − To/T ).

Exergy. (1) A general term for the maximum work potential of a system, stream of matter or
a heat interaction in relation to the reference environment as the datum state. Also known as
available energy, availability, essergy, technical work capacity, usable energy, utilizable energy,
work capability, work potential, or xergy. (2) The unqualified term exergy or exergy flow is the
maximum amount of shaft work obtainable when a steady stream of matter is brought from its
initial state to the dead state by means of processes involving interactions only with the reference
environment.

Exergy Analysis. An analysis technique in which process performance is assessed by examining
exergy balances. A type of second-law analysis.

Exergy Consumption. The exergy consumed or destroyed during a process due to irreversibilities
within the system boundaries. Also known as dissipation , irreversibility , or lost work .

Exergy Efficiency. A second-law efficiency determined using ratios of exergy.

External Irreversibility. The portion of the total irreversibility for a system and its surroundings
occurring outside the system boundary.

First-Law Analysis. See energy analysis.

First-Law Efficiency. See energy efficiency.

Ground State. See reference state.

Internal Irreversibility. The portion of the total irreversibility for a system and its surroundings
occurring within the system boundary.

Irreversibility. (1) An effect, making a process nonideal or irreversible. (2) See exergy
consumption.

Negentropy. A quantity defined such that the negentropy consumption during a process is equal
to the negative of the entropy creation. Its value is not defined, but is a measure of order.

Nonflow Exergy. The exergy of a closed system, that is, the maximum net usable work obtainable
when the system under consideration is brought from its initial state to the dead state by means of
processes involving interactions only with the environment.

Physical Exergy. The maximum amount of shaft work obtainable from a substance when it is
brought from its initial state to the environmental state by means of physical processes involving
interaction only with the environment. Also known as thermomechanical exergy .

Rational Efficiency. A measure of performance for a device given by the ratio of the exergy
associated with all outputs to the exergy associated with all inputs.

Reference Environment. An idealization of the natural environment which is characterized by a
perfect state of equilibrium, that is, absence of any gradients or differences involving pressure,
temperature, chemical potential, kinetic energy, and potential energy. The environment constitutes
a natural reference medium with respect to which the exergy of different systems is evaluated.
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Reference State. A state with respect to which values of exergy are evaluated. Several reference
states are used, including environmental state, dead state, standard environmental state, and standard
dead state. Also known as ground state .

Reference Substance. A substance with reference to which the chemical exergy of a chemical ele-
ment is calculated. Reference substances are often selected to be common, valueless environmental
substances of low chemical potential.

Resource. A material found in nature or created artificially in a state of disequilibrium with the
environment.

Restricted Equilibrium. See thermomechanical equilibrium.

Second-Law Analysis. A general name for any technique for analyzing process performance based
solely or partly on the second law of thermodynamics. Abbreviated as SLA.

Second-Law Efficiency. A general name for any efficiency based on a second-law analysis (e.g.,
exergy efficiency, effectiveness, utilization factor, rational efficiency, task efficiency). Often loosely
applied to specific second-law efficiency definitions.

Task Efficiency. See second-law efficiency.

Technical Work Capacity. exergy.

Thermal Efficiency. See energy efficiency.

Thermal Exergy. The exergy associated with a heat interaction, that is, the maximum amount of
shaft work obtainable from a given heat interaction using the environment as a thermal energy
reservoir.

Thermomechanical Exergy. See physical exergy.

Thermomechanical Equilibrium. Thermal and mechanical equilibrium.

Unrestricted Equilibrium. Complete (thermal, mechanical, and chemical) equilibrium.

Usable and Useful Energy. See exergy.

Utilizable Energy. See exergy.

Utilization Factor. See second-law efficiency.

Work Capability. See exergy.

Work Potential. See exergy.

Xergy. See exergy.



7
Numerical Modeling and
Simulation of Thermal
Energy Storage Systems

7.1 Introduction
The numerical modeling of thermal energy storage (TES) systems has attracted considerable atten-
tion recently because of the increased feasibility of a wide array of TES applications. Although
appropriate numerical procedures can vary widely depending on the system, the impetus for their
use can almost always be attributed to cost and time constraints. For example, experimental meth-
ods to assess performance in TES systems can be quite costly. Additionally, analytical models
can be subject to extensive assumptions that render models incomplete, but are necessary since
the exclusion of such assumptions can make equations overly complicated and cumbersome to
evaluate. Therefore, there has been a growing need for numerical models to describe TES systems,
thereby allowing computational methods to help solve governing equations. As a result, much
of the research regarding this subject reflects the advancement of numerical analysis as a very
sophisticated field.

Over the past few decades, advances in computing technology have made numerical analysis
much more of an acceptable technique. However, numerical methods have been in use for centuries;
even prominent mathematicians such as Isaac Newton and Leonhard Euler developed algorithms
that are still used today in optimization problems. Because of the complicated form of the governing
equations used in heat transfer and fluid flow, solving numerical equations in TES applications is
more tractable with modern computers.

Numerical analyses differ from analytical methods in that they do not solve governing equations
explicitly; rather they use approximations that make the equations solvable to a certain tolerance.
For fluid flow in three dimensions, for example, pipe flow, solving the Navier–Stokes and continu-
ity equations results in a function that allows velocities and pressures to be specified continuously
within the domain. However, for more complex situations, for example, a pipe elbow, the intro-
duction of a complicated boundary condition results in a difficult problem, which, in most cases, is
too cumbersome to solve analytically. In these cases, numerical methods are advantageous, and can
approximate real-world behavior to a high degree of accuracy. Using an approximated function and
a sophisticated algorithm, the fluid flow domain can be discretized so that a finite number of points
or volumes can be solved to any desired tolerance, depending on computing power. Most fluid
flow and heat transfer problems can be solved by using commercially available software, much
of which has been developed over the past several decades. Consequently, numerical analysis and
computational codes are now widely used to solve problems.

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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Perhaps, the most important use for numerical modeling is when experimental or analytical means
are not feasible. Complicated dimensional analysis coupled with scale modeling can be expensive
and time consuming, whereas with some commercially available software, modeling design plat-
forms can be combined with computational solvers to simulate many processes accurately. Although
analytical means can provide high accuracy in the form of continuous solutions, they usually do
not represent real scenarios and, if they do, assumptions are usually made, which neglect certain
effects, such as radiation or contact resistance. The need is also great for computational procedures
for the optimization and improvement of existing systems, which permit cost to be lowered and
energy resources to be used more efficiently. For new TES systems, numerical techniques can
greatly aid design. For TES systems already in use, numerical techniques can be used to properly
identify locations, causes, and magnitudes of losses and help develop more efficient operational
strategies. Potential retrofits of existing systems can also be simulated and assessed using numerical
techniques, saving money and time compared to experimental approaches.

This chapter describes and illustrates various numerical approaches and methods for the modeling,
simulation, and analysis of sensible and latent TES systems. An overview of the approaches,
methods, and applications in numerical analysis is presented, after which a more detailed description
of the finite volume approach, which is commonly used, is provided. Several case studies are
considered to illustrate numerical techniques for both sensible and latent systems. The chapter
concludes with a summary of the methods used and the trends observed.

7.2 Approaches and Methods
For any problem, there is often more than one technique that will result in an adequate solution.
Similarly, for numerical analysis, there are many techniques available to simulate real-world pro-
cesses, with varying levels of success. This section provides a brief overview of several techniques
used in typical analyses of TES applications, with an emphasis on numerical simulation.

Although there are hundreds – perhaps even thousands – of published works on numerical anal-
ysis in the realm of TES, they have many similarities. Generally, numerical analysis is the study
of developing or using algorithms to solve continuous problems in mathematics. In most cases, an
exact solution to an equation or system of equations is not obtainable and numerical analysis can
provide approximate solutions to a high degree of accuracy.

Consider, for example, the problem of solving for the perimeter of a circle with diameter 1.
While ancient mathematicians had varying success in approximating the now well-known irrational
number π ; it was not until Archimedes of Syracuse (∼250 BC) developed a numerical algorithm
to approximate π that the accuracy was increased to three decimal places. By the method of
exhaustion, he drew a large n-sided polygon outside of the circle, then another n-sided polygon
just inside of the circle and calculated the perimeter of each. Since the value of π must lie between
these two values, he deduced by drawing a 96-sided polygon that π must have a value between
3.1429 and 3.1408. Through methods such as this, mathematicians, scientists, and engineers have
been using numerical analysis to approximate solutions for thousands of years.

For most numerical analysis problems in the real world, the challenge is not in solving a single
value (such as π) but a continuous function representing scalar and/or vector quantities in a finite
domain. In these cases, unless the governing equations and boundary and initial conditions are in the
simplest forms, the domain must be discretized in order to obtain meaningful results. Discretization
refers to the segregation of a volume into a discrete number of nodes or volumes in order to
approximate the solution as a series of finite values or vectors. Although some TES applications
of numerical analysis do not rely on discretized schemes (see Section 7.3), the great majority of
work in the literature is concerned with discretized problems.

Currently, there are many commercially available software programs that allow numerical analy-
ses for TES applications. These are mainly of two types: finite element methods (FEMs) and finite
volume methods (FVMs). Spectral methods as well as finite difference methods are also com-
mon in similar applications, but of the four, the FVM and the FEM are the most abundant in the
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literature, since they are much more attractive in terms of versatility. At the simplest level, the
main difference between the two is the method of discretization. The FEM divides the domain into
a number of elements or nodes (points), while the FVM separates the domain into volumes or cells.
Both the methods use various techniques in order to achieve convergence.

The FEM generally solves the system of equations (i.e., the strong form of the problem) by
first transforming to an equivalent variational (or weak) form of the problem. Then, by employing
a specific method (Galerkin methods are the most common), the system is ultimately converted to a
system of linear equations represented by a matrix equation, which can be solved using a sparse
matrix solver for larger systems. This is a rather simplistic description of the FEM method; for a
much more effective treatment of the subject, the reader is referred to Hughes (2000). FEMs have
the widest range of applications, since both solid and fluid mechanics can effectively be modeled;
however, it is much more computationally expensive than other techniques, which is the main
reason FVMs are most often used in TES applications.

In the FVM, the initial solution is essentially guessed, and a formal integration of each volume
using the Gauss divergence theorem indicates the errors between cells. This theorem states that the
outward flux through a surface equals the volume integral of the divergence inside the surface. In
simpler terms, the net flow of any property out of a volume must equal the sum of sources less the
sum of sinks in the volume. The computational domain is updated iteratively based on the errors
in adjacent volumes and is converged to specified residual error limits.

Although there are advantages to both techniques, the FEM generally is the superior choice
when dealing with changes in domain. For instance, the FEM is preferred in cases where elastic
deformation, contraction, or expansion of the physical domain may occur, for example, in crash
tests in automobiles. The FEM also allows for a varied tolerance according to geometry, so that
higher precision can be obtained in areas of importance, reducing the overall cost of simulation.
The FEM is often used on structural mechanics and other problems where a discontinuous trend is
expected in the results.

The FVM has been used extensively in computational fluid dynamics (CFD), since its conserva-
tive nature allows for a good simulation of many fluid flow phenomena. Unstructured or abnormal
meshings are readily created with the FVM and can be structured to increase cell density in areas
of importance, which, like the FEM, reduces the cost of computation. For this reason, FVMs are
normally used for the simulation of complex TES systems, especially since fluid motion and heat
transfer equations can be coupled to achieve highly accurate solutions.

This chapter focuses on the utilization of FLUENT, an FVM commercial code, to simulate prob-
lems involving sensible and latent TES. A brief overview of selected applications in the literature
follows, along with a more detailed examination of the simulation and modeling procedures and
the algorithms used in this software.

7.3 Selected Applications
Some of the numerical techniques and applications in the literature are briefly reviewed here.
Although the field of TES is broad, most TES research is concerned with space heating or
cooling, so this review focuses on applications of these types. This review is not intended to be
comprehensive, but rather covers selected informative applications of numerical analysis in both
sensible and latent TES.

In sensible TES design, considerable research has been reported on such stores as stratified
water tanks, cold and warm water storage, rock bed TES, packed-bed TES, and others. Numerical
analysis can assist greatly in reducing costs that would otherwise be incurred to construct and
perform experiments, and can model real processes accurately, often with relative ease. For
example, Chen et al. (2006) considered a vapor compression refrigeration cycle with a cold
water TES. Three system types with different water cycle patterns are theoretically analyzed and
simulated using numerical techniques. Although the physical system was not simulated directly
using a finite volume approach, the numerical solution involved solving a system of partial
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differential equations, likely based on finite difference models. In such cases, the exact numerical
procedure is not explicitly defined, but the usefulness of such methods is clear: performance
investigations and efficiency comparisons can be computed without resorting to experiments,
reducing investments of time and money. In another study using numerical optimization, Zohoor
and Moosavi (2008) developed a numerical model for optimizing a solar TES system. The hybrid
storage system consists of both a hot water tank acting as a sensible storage and a paraffin tank
for latent heat storage. A computational approach is used to optimize the charging and storage
time schedules that coincide with available solar radiation conditions.

In the two examples described, numerical approaches are used to solve systems of equations
that rely on analytical approximations. For example, convective heat transfer rates or flow fields
are solved using laminar flow principles. Another useful application of numerical analysis is to
compare these approximations, as is done in a study by Ismail and Stuginsky (1999). Here, a
packed-bed model for both sensible and latent storage is investigated, and groups of models are
examined to determine their accuracy under various system criteria. Four groups of models with
different energy expressions are monitored, using a porous-medium method when the heat transfer
fluid is of concern. That approach demonstrates well the usefulness of numerical analysis: bed
particle size, void fraction, and particle material can be varied to illustrate the advantageousness of
some models, depending on TES conditions.

Another feature of numerical analysis is that all-encompassing models can be constructed to
simulate the transient behavior of TES systems. Finite volume or finite difference models are usually
used for this purpose and, depending on the user-defined boundary conditions, pressure, temperature,
and phase change phenomena can be observed at any point in the system, depending on how grid
structures are set. An example is presented by Ghaddar and Al-Maarafie (1997), who considered
a thermally stratified solar TES tank. A spectral-element method is employed, which is an FEM
with good convergence properties. Their two-dimensional model is used to analyze a cylindrical
storage tank and compared with both experimental data and a one-dimensional plug flow model.
The spectral-element model presented in Ghaddar and Al-Maarafie (1997) was found to be superior
for representing experimental data. Similarly, Oliveski et al. (2003) applied numerical approaches
to simulate experimental data, but they included more effects (e.g., turbulence) and considered
both forced and free convection. The developed numerical model is observed to be accurate in
simulating the experimental process, reinforcing the advantage of numerical over corresponding
analytical techniques.

Numerical simulations via commercial codes are popular, and greatly facilitate computational
assessments for TES and other applications. Shah and Furbo (2003) utilized FLUENT to determine
entrance effects in a solar hot water tank. The finite volume approach incorporated in this software
permitted the construction of three separate inlet jets and the evaluation of their first- and second-law
efficiencies. The simulated results were validated with experimental data and aided an investigation
of efficiencies when flow rate and thermal conditions were varied.

The above applications of the numerical approach generally simulate or numerically solve for
parameters relating to sensible TES systems. Although the concepts for latent TES are similar,
a number of other variables need to be addressed in latent TES and can greatly complicate cal-
culations. For example, density changes during solidification and melting are difficult to model,
especially when natural convection is taken into consideration. However, recent advances in comput-
ing and numerical codes have permitted the modeling of latent TES processes and the optimization
of latent TES systems. These include ice-on-coil systems, packed-bed encapsulated phase change
material (PCM) systems, ice slurry systems, and microencapsulated systems. The most useful and
readily observed applications are concerned with the former two systems, and therefore are the
focus of attention here.

Erek and Ezan (2007) reported a numerical and experimental study of the charging process in
an external-melt ice-on-coil TES system. The numerical procedure was simplified by considering a
small section of the tank and exploiting symmetries. The control-volume approach used described
the system dynamics and accurately predicted the effects of heat transport fluid (HTF) flow rate
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and inlet temperature on the storage characteristics of this cold storage tank. Such characteristics
include heat transfer rate, total stored energy, and energy efficiency.

Kiatreungwattana and Krarti (2002) reported another numerical application on an ice-on-coil TES
system, focusing on an internal melt system during both charging and discharging. The numerical
scheme allows a parametric analysis, so that the brine HTF inlet flow rate and temperature as well
as the duration of the charging and discharging cycles could be varied to indicate their effects on
overall performance. Partial charging and discharging processes are also considered and the model
was validated with experimental data.

An increasingly popular latent TES application is based on encapsulated PCMs. As with latent
or ice-on-coil TES, these can be divided into two groups: those which use numerical techniques
to solve problems concerned with the packed-bed encapsulates as a whole and those which are
concerned with analyses involving single capsules.

Most of the numerical procedures observed in the recent literature concerning packed-bed encap-
sulated TES deal with warm TES using paraffin waxes. Zukowski (2007) analyzed the heat transfer
characteristics in a ventilation duct filled with encapsulated paraffin wax in rectangular configura-
tions. He considered a three-dimensional transient model, which is used to predict the effects of
capsule geometry and configuration on heat storage. Introducing parallel connectors downstream
from the inlet is found to make the heat storage and retrieval more uniform. Benmansour et al.
(2006) provided a two-dimensional transient analysis of a cylindrical storage tank filled with uni-
formly sized spherical capsules. The paraffin wax in the randomly packed capsules exchanges heat
with air, acting as a heat transfer fluid, and the resulting model is found to agree favorably with
observations.

Kousksou et al. (2005) proposed a two-dimensional approach to simulate the temperature field
in a cylindrical container containing spherical capsules for ice storage. Using the porous-medium
model along with the average Nusselt number for such flows proposed by Churchill (1983), the
charging and discharging processes are evaluated. Density variations within the HTF are considered
and the system is run in both vertical and horizontal positions. The optimal case occurs with the tank
in the vertical position, when natural convective currents coincide with forced convection currents.

In addition to macroscopic views of packed-bed encapsulated TES systems, microscopic views
that more correctly describe the inner flow networks in such systems are also popular. These can
be helpful in determining viscous dissipation and the effect of capsule size, configuration, and
orientation. Ismail et al. (2003) proposed a finite difference method to simulate the solidification
of water in a spherical capsule. A moving-grid scheme is used to enhance the accuracy of the
algorithm. The effects of shell size, as well as PCM internal and exterior temperatures, are found
to be related to liquid fraction and solidification times.

Other geometries besides spheres have been analyzed numerically. De Souza and Vielmo (2005)
investigated the freezing and melting of water in tubes, accounting for natural convection and density
changes during the phase change. This analysis is applicable to cylindrical capsule geometries. Wei
et al. (2005) reported numerical and experimental simulations for spherical, cylindrical, plate, and
tube geometries, using the finite volume approach. The capsules in this case are constructed of
stainless steel and contain paraffin wax, and are packed in a bed-like geometry and exposed to a
cross-flow heat transfer fluid. The model agrees well with the experimental heat transfer rates.

Pinelli and Piva (2003) used FLUENT to investigate a vertical cylindrical cavity heated from
above. In this study, the top and bottom of the upright cylinder are maintained at temperatures
higher and lower, respectively, than the solidification temperature of the PCM (n-octadecane, a
paraffin wax). Convective heat transfer occurs from the sides of the cylinder to the atmosphere,
defining the boundary conditions that permit the numerical code to solve the problem accurately and
examine the flow fields, temperature distributions, and total energy stored. These parameters are also
obtained experimentally with a heating and cooling system controlling the upper and lower parts of
the cylinder and a Styrofoam belt across the sides. The two sets of results agree reasonably well.

Assis et al. (2007) demonstrated the ability of FLUENT to analyze complicated flows accurately.
In this study, a sphere containing a commercially available paraffin PCM is monitored qualitatively
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and quantitatively during melting, induced by maintaining its outer shell at a constant temperature
above the melting temperature. The change in density from solid to liquid is accounted for, as are the
minor density differences in the liquid state due to temperature variations, which lead to convective
flows. The sphere diameter and wall temperature are varied, and the simulation is validated in
large part by visual studies of the moving solid–liquid interface with time. Relationships between
various dimensionless parameters are determined, and the model is tested for grid size and time
step independence, with good results. However, the computational time ratio was found to be over
300:1, that is, 300 s of computational time is required for 1 s of real flow time. Thus, a typical
simulation required several days, even using a powerful computer by the standards at the time
of the investigation. This example demonstrates that computational accuracy often needs to be
balanced against simulation computational cost. Although computing power continually increases,
many phenomena are still better neglected or simplified in numerical codes, where only minor
losses in accuracy are caused.

7.4 Numerical Modeling, Simulation, and Analysis of Sensible
TES Systems

One of the most important aspects of a CFD code is its ability to incorporate governing equations
and conservation laws. For example, a code must apply conservation of energy and momentum and
continuity principles during simulations of steady state and transient behavior. Here, we explain how
a commercially available computational heat transfer and fluid flow code, ANSYS FLUENT 6.3,
handles these phenomena in TES applications.

Since TES stores thermal energy in a medium for later extraction, all computational codes relating
to TES need to account for energy conservation. Additionally, both sensible and latent TES systems
usually involve one or more fluids. For instance, many cold latent TES systems employ an HTF
to deliver heat to or from the PCM, and sensible TES media like rock beds transfer heat to or
from a surrounding fluid, often air. The finite volume techniques used in the solution algorithms in
FLUENT 6.3 are shown in this section to be able to handle such situations and their complicated
governing equations.

In this section, geometric modeling techniques in fixed-grid schemes are outlined, including grid
size and boundary layer construction in two and three dimensions. Also, the governing equations
are presented, which the various FLUENT algorithms solve to analyze heat transfer and fluid
flow. Attention is focused on the more complicated models that allow for phase change, natural
convection, and viscous heating. Then, the simulation procedures used in most TES simulations
are briefly explained as is the post-processing of the obtained data. Finally, the use of the data
for thermodynamic analysis is described, illustrating how it can help present information about
performance criteria and efficiencies in an effective manner.

7.4.1 Modeling

Proper and effective modeling is essential for the accuracy of numerical simulations. The geometry
that one models or creates for use in computational analysis must satisfy three main criteria. That
is, it must

• be constructed so as to facilitate accurate simulation of real-world scenarios;
• be sufficiently simple and/or contain fewer volumes to permit simulations with available com-

puting power and within time constraints; and
• be sufficiently complicated or contain sufficient computational volumes to achieve accurate

results.

These criteria can be illustrated with a simple example. Using ANSYS GAMBIT software, we
construct a two-dimensional duct of length 100 cm and width 20 cm, in which air flows from left
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(a)

(b)

Figure 7.1 Grid structuring for two flow cases. (a) 500 cells of equal size and (b) 1050 cells with increased
cell density at wall boundaries

to right at a speed of 10 cm/s. Owing to the no-slip condition at the duct walls, a velocity boundary
layer develops in the duct and a velocity profile exists. Note that due to the length of the duct, the
flow is considered laminar so that no turbulence modeling is needed.

Two cases are examined (see Figure 7.1). The grid structure for the first case contains 500
rectangular volumes (cells) of equal size and for the second it contains 1050 rectangular volumes
and a concentration of such volumes in the upper and lower boundary layers.

Both grid cases fit the system configuration but allow different results to be obtained. The duct
is of the same size in each case, and the inlet and outlet criteria are identical. Thus, the first
criterion mentioned earlier is satisfied for both the cases. The second criterion (the model should
be sufficiently simple that the simulation can be carried out in a reasonable amount of time) is also
satisfied. That is, both the cases were solved transiently in a matter of seconds using a somewhat
outdated laptop with a Pentium M 1.6 GHz processor with 512 Mb DDR RAM, a time step of
0.5 s, 50 iterations, and a total of 25 s of flow time. The third criterion is significantly impacted by
the grid structuring and cell density within the computational domain. In the first case, the flow
is treated equally at all points and extra attention is not paid to those areas that experience the
largest velocity gradients, that is, near the walls. The situation in the second case is different, as
most of the cells in the computational domain are located along the walls. The finer grid near the
walls ensures that information is not lost in these areas of the flow. Since all conservation laws are
solved to a specific tolerance (as explained in more detail in Section 7.4.3), locating more cells in
areas of higher gradients improves predictions in those areas.

Figure 7.2 depicts the simulated velocity profiles for the two cases. The velocity profiles in
Figure 7.2(a) and (b) differ. The first (Figure 7.2a) exhibits a sharper increase in velocity as the

(a)

(b)

Figure 7.2 Velocity profiles for two flow cases, characterized by the grid structures in Figure 7.1. Each solid
line represents a contour of constant velocity
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distance from the wall increases, with an almost constant boundary layer thickness. It is apparent
from fluid mechanics principles that the first case (Figure 7.2a) does not accurately depict the
process, since the boundary layer thickness should start at zero and increase gradually over the flat
plate (see Section 1.5.6). Further, the transition in the first case from a zero velocity to the centerline
velocity is not smooth, as should occur for laminar fluid flow. The second case (Figure 7.2b)
characterizes the flow more accurately, with the velocity profiles transitioning smoothly across the
duct and the boundary layer thickness changing in a more reasonable manner. Thus, the second
case (case b) attains a more accurate numerical simulation than case a and thus better satisfies the
third criterion above.

The previous example illustrates the need for care when constructing a computational domain
for a TES simulation. Although heat transfer is not accounted for in the example, the same steps in
terms of developing appropriate meshing or grid procedures must be taken to ensure that thermal
boundary layers and temperature profiles are accurately depicted.

In addition to ensuring that the above three criteria are met, there is a need to develop inde-
pendence tests with any numerical model. These include grid size, grid orientation, and time step
independence tests, as well as in some cases far-field boundary independence tests. Furthermore,
model validation is required before results generated by a numerical code are utilized.

A grid size and orientation test is needed to help in model validation and to assure accuracy.
The need for a grid size test is illustrated in part by the above example. By adjusting the grid
size slightly and, in some cases, the orientation in different ways with respect to temperature and
velocity profiles, the dependence of numerical solutions on these small changes can be observed. If
the simulation results change significantly, grid refinement is necessary. If the results do not change
significantly, the numerical procedure is established to be independent of grid meshing changes and
the geometric constraints for numerical simulation are satisfied.

The time step independence test is similar and is intended to ensure that time steps in simulation
are as large as possible to reduce computation time while being sufficiently small to provide
accurate solutions. If the time step in an unsteady flow problem is increased significantly, numerical
solutions lose accuracy because information details are lost between time steps. For example, in
the case considered earlier (see Figure 7.2b), if the time step is increased from 50 steps of 0.5 s
to a single step of 25 s, the velocity profile that results can be seen in Figure 7.3. This profile
differs qualitatively and quantitatively from the one in Figure 7.2(b), mainly because of the lack of
information transferred from one time step to another. To ensure solutions are independent of time
step, care should be taken to retain an adequate amount of flow information by decreasing time
step, while decreasing computational time by increasing time step. In complicated problems, the
choice of time step is often crucial, as it can mean the difference between simulation times ranging
from a few hours to a few days.

In some cases, a far-field independence test is also required to assure the accuracy of a simulation.
In those cases, a well-developed profile may be needed or assumed in the problem description, and
care must be taken to ensure that the length or size of the boundary does not detract from the
results. A simple example is provided by the cooling of a large, heated rock at the bottom of the
ocean. Since it is not necessary to model the entire ocean, a smaller body of water can be created
for modeling purposes, but the size of the water body would have to satisfy far-field independence
tests. That is, the water body must be created so that its boundaries match the conditions, for

Figure 7.3 Velocity profile with a single time step of 25 s
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example, temperature gradients, far from the system being assessed. If the size of the smaller water
body is established correctly, loss of simulation data is avoided and, in this example, a “virtual”
ocean is developed.

Together, the various independence tests ensure that a model achieves accurate results. The tests
can help identify grid configurations, which increase computing speeds without significant loss
of accuracy.

7.4.2 Heat Transfer and Fluid Flow Analysis

During TES numerical simulation, governing equations are solved to determine velocity, pressure,
and temperature fields. In general, the governing equations involve energy and momentum balances
and the continuity equation. Sometimes, simplifications can be made. For cases with no moving
fluid, only the energy equation needs to be considered. For cases with fluid flow but no heat
transfer or heat generation, the momentum and continuity equations must be invoked. For the case
of combined fluid flow and heat transfer, all equations must be solved within specified tolerances
(see Section 7.4.3).

For sensible TES, the energy equation in FLUENT is usually expressed as follows:

∂
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(ρh − p) + ∇ ·
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)
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Here, h denotes specific enthalpy, p pressure, ρ density, and
⇀
V the velocity vector, while

k and T denote thermal conductivity and temperature, respectively. This equation expresses
the principle of energy conservation, but is simplified somewhat by assuming that kinetic and
potential energy effects, radiation effects, and source terms from chemical reactions or other heat
sources are negligible and that the medium is homogenous. The last term on the right-hand side
of Equation 7.1 accounts for viscous heating and can be expressed in three-dimensional Cartesian
coordinates as follows:
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This equation is used in all subsequent TES case studies. Care must be taken for media under-
going phase change. For media not subject to phase change, the sensible specific enthalpy from
Equation 7.1 can be derived using incompressible assumptions as

h (T ) = ho + C (T − To) (7.3)

where the subscript o refers to the reference state, which is typically at a temperature of 298.15 K.
This assumption of incompressibility is normally reasonable since in most cases water or some
liquid solution, which behaves like an incompressible fluid, is used as the heat transfer fluid and/or
storage medium.

Aspects of computationally solving the flow field for the general energy equation are now
outlined. Fluids must adhere to the principle of conservation of mass. For incompressible substances,
the continuity equation can be written as

∇ · ⇀
V = 0 (7.4)

The Navier–Stokes equations, or flow energy conservation equations, also apply:

ρ
∂
⇀
V

∂t
+ ⇀

V · ∇⇀
V = −∇p + µ∇2⇀V + ρ⇀g (7.5)
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These equations depend primarily on the velocities and pressure differentials within the velocity
field. The change in velocity at any point in the fluid depends on the pressure gradient at that point
∇p as well as on the viscous dampening effect, represented by µ∇2⇀V .

For temperature differences like the ones experienced in most TES applications, which normally
would be considered “small,” it is often useful to consider natural convection as well, by account-
ing for the small density differences experienced when the temperature distribution in a fluid is
nonuniform. Then, the Boussinesq model is often preferred, since it achieves faster convergence
by solving the energy and continuity equations using a constant density. For the Navier–Stokes
equations, the natural buoyancy term (the far right term of Equation 7.5) is solved using the
Boussinesq density approximation:

(ρ − ρo) g ≈ −ρoβ (T − To) g (7.6)

This approximation is valid provided density differences are not large, in which case β (T − To) �
˜1. This condition applies for TES heating and cooling applications, and is adopted throughout the
case studies presented here, which take natural convection into consideration.

Although the above discussion simplifies the governing equations in many TES systems, the
approach is sufficient in analyzing basic systems. These equations provide a useful and simple
means to achieve an accurate simulation and analysis for some of the sensible TES systems included
in the case studies in Section 7.5.

Note that FLUENT includes sophisticated turbulence modeling and combustion packages, which
are not utilized here and are beyond the scope of this discussion.

7.4.3 Simulation

The computational procedures used in FLUENT are complex and much research has gone into
developing the many algorithms used in FLUENT to solve the differential equations in com-
plex fluid flow and heat transfer problems. As a result, numerous algorithms and discretization
schemes are available in FLUENT. Only those pertinent to sensible heat storage are considered in
this section.

As noted earlier, FLUENT uses a finite volume approach to solve for domain data. Grid and mesh
construction splits each domain into a finite number of volumes (cells) and the relationships between
adjacent cells are computed over their adjoining faces (facets). To solve the necessary governing
equations from Section 7.4.2, several initial and boundary conditions must be established, including
cell initializations (initial conditions) and wall or flow information concerning boundaries. If the
energy balance (Equation 7.1) is enabled, each cell must be assigned an initial temperature and
pressure by the user before computation for transient solutions begins. In the case of fluid flow, the
velocity and pressure vectors in all cells must be initialized so that Equations 7.4 and 7.5 can be
solved. The boundary conditions, which must be applied to all wall surfaces (denoted by W in the
following equations) as well as inlet and outlet flows, are equally important. For geometries which
have walls, a “no-slip” boundary condition is often employed, which establishes a zero velocity on
the surface. In other words, for those wall facets

⇀
f that are part of the no-slip wall regime, the

velocity vector is zero, or

⇀
V
(
⇀
f ⊂ Wns

)
= 0 (7.7)

All cell data is extrapolated from cell centers, for which information is stored, to cell facets by a
linear interpolation scheme.

In many cases, the number of computational volumes can be greatly reduced by splitting flow
regimes into symmetric segments, as is readily visible in Section 7.7.2, where a “slip” condition
is applied.
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The slip boundary condition requires zero-shear stress at points of flow symmetry:

d
⇀
V

d⇀n

(
⇀
f ⊂ Ws

)
= 0 (7.8)

For outflow zones, where fluid is expected to flow out of the domain, FLUENT extrapolates the
required information from the interior of the domain. A zero diffusion flux is assumed for all flow
variables in outlet type flows. In other words, for any flow variable γ ,

dγ

dz

(
⇀
f ∈ Wout

)
= 0 (7.9)

where the subscript out refers to the outlet boundary region. The symbol γ can refer to any of
the velocity, temperature, or pressure vectors. This criterion can create some problems with the
robustness of simulations with respect to far-field boundary conditions, so care must be taken when
choosing boundaries of this type.

Other boundary types include velocity inlet, where flow velocity and temperature at the inlet must
be indicated. Convective and conductive walls, adiabatic walls, and constant-temperature walls are
some of the many useful conditions that can be employed at boundaries as well. These conditions
are explained in Section 1.6.

A pressure-based solver is used in the case studies investigated here, since all of the materials
used are assumed incompressible. Flows are therefore governed solely by pressure differentials.
However, for the case of natural convection using the Boussinesq model in Section 7.4.2, the
pressure is discretized using a body-force-weighted scheme. In this scheme, facet pressures are
computed assuming that the normal gradient of the difference between pressure and body forces is
constant. This approach works well in most natural convection cases.

The pressure-based solver employs an algorithm that belongs to a general class of methods called
projection methods (Chorin, 1968). In this method, continuity is achieved by solving a pressure
correction equation. This equation is derived from the continuity and momentum equations, outlined
earlier, in such a way that the pressure/velocity field satisfies the continuity equation. Since the
differential equations that must be satisfied are nonlinear by nature and coupled, the solution must be
obtained by iteration in a closed loop until convergence is achieved within the specified tolerances.
A schematic of the general pressure-based solution process is shown in Figure 7.4.

The premise of the segregated pressure-based algorithm is that the variables (u, v, w, p, and
so on) are solved sequentially (segregated). Although this approach is somewhat tedious computa-
tionally, advances in computer speed and memory capacity make it an excellent choice for more
simple problems. Then, the SIMPLE algorithm for pressure-based segregated solvers is used.

The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm follows the basic
outline of the flow diagram in Figure 7.4, but each step is somewhat more complicated. Owing
to the complexity of the algorithm when applied to discrete cell volumes, the general outline of
the model is described in lieu of a more involved explanation, which is beyond the scope of
this discussion.

Since all pertinent flow and energy information is stored in the centroid of each cell, the mass,
continuity, and energy equations must be applied at cell facets. To do this, the momentum and
continuity equations are discretized using projected face values from the centers of adjacent cells,
using the Green–Gauss cell-based method:

γf = γca + γcb

2
(7.10)

In other words, the facet values of all variables are taken as the average at the centers of the
adjoining two cells, “ca” and “cb,” and all variables in the solution can be seen as piecewise linear
at any time. But the overall solution appears continuous rather than discrete since the number of
cells is large and each cell is small compared to the total volume.
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Update properties

Solve u,v,w segregated

Solve continuity via
pressure correction

Update mass flux,
pressure, and velocity

Solve all scalar equations

Check convergence

Finish

Figure 7.4 Solution procedure flow chart for the coupled pressure-based solution algorithm, such as the one
used in the SIMPLE method

The first step in the SIMPLE algorithm is to solve the momentum equations sequentially, by
guessing the pressure field, say p∗. The pressure field must subsequently be improved, and much
of this algorithm is devoted to that task. As the solution loop progresses, the algorithm updates the
pressure field continuously until a solution is achieved within specified tolerances.

If the pressure field, p∗, is not initially correct, the continuity equation, which is evaluated next,
is not satisfied. A correction factor is then introduced in order to correct the face fluxes so that
continuity can be achieved. The corrected face fluxes for each cell are then substituted back into
the discrete continuity equation to obtain a discrete equation for the pressure correction in each cell.
The pressure correction equation is achieved by solving this discrete pressure correction equation
using the algebraic multigrid (AMG) method. Details of this method are complex and are not
discussed here, but it is noted that the AMG method does not depend on problem geometry and
thus can be used for complicated problems like TES applications.

Once the pressure correction equation has been obtained, it is used, along with several user-
defined under-relaxation factors, to correct all cell pressure values and face fluxes. The penultimate
step in the algorithm is the solution of the energy equations using the corrected continuity and
momentum equations. Once the energy equations, which are important in any heat transfer applica-
tion and which differ from zone to zone, are solved, the residual error of the conservation equations
is checked, completing the algorithm.

The residual error is the total summed differences in the governing equations from cell to cell.
Since the equations cannot be solved perfectly using the cells in the computational domain, there are
always errors when updating solutions. The error for each of the x, y, and z velocities, along with
the continuity and energy equation errors, are summed separately over the domain. If the result
is below the specified tolerance, the solution is deemed to have converged. If the convergence
criteria are not met, the solution has not converged and the corrected pressure field becomes the
new pressure field guess in the first step of the algorithm. The process is then repeated iteratively.

The residual values are dependent on the scale of the problem. For example, a large system
with many computational domains and a fast moving flow would typically have a much larger
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residual error than a small system with little flow. If the total residual error tolerance is fixed at
the same value in both cases, the simpler problem would lose much more information about these
differences per cell. Hence, residual values are often scaled based on cell values. A simplification
of the normalized or scaled residual can be obtained as follows. For any domain parameter, γ , a
cell value is obtained by considering neighboring cells, nb, so that f (nb) = γ , at which the cell
residual is |γ − f (nb)|. Then, the scaled residual over a domain of n cells is

Resγ =
n∑

i=i

|γn − f (nbn)|
|γn| (7.11)

These residuals are applicable to the momentum, continuity, and energy equations, and are automat-
ically implemented in FLUENT whenever the pressure-based algorithm is employed. The scaled
residual approach allows for a more accurate solution convergence across a wide range of applica-
tions and is used throughout the TES applications herein.

7.4.4 Thermodynamic Analysis

Although the heat transfer and fluid flow analysis allows for TES simulation, thermodynamic
analysis is necessary to link the obtained information to physical phenomena. Thermodynamic
analysis is concerned with evaluating the mass, energy, entropy, and exergy equations to provide
performance and efficiency data. These quantities are described in this section, as is an associated
balance equation used for control volume analysis. The method by which physical quantities are
monitored using FLUENT for solving the balances is explained.

The mass balance for a control volume is shown in Equation 7.12. Mass can be transferred to
or from the control volume, and the difference is the gain in mass of the system:

�mCV = min − mout (7.12)

The energy balance is similar. Since energy can be neither created nor destroyed according to the first
law of thermodynamics, energy is conserved. For sensible TES applications, kinetic and potential
energy effects are usually neglected. The energy balance equation for a single-inlet, single-outlet
system is

�ECV = Ein − Eout = Q − W + Hin − Hout (7.13)

The change in energy of the control volume is equal to the net heat added to the system, less the
net work done by the system, plus the difference of the enthalpy flow into and out of the control
volume with mass flows. The usual sign convention treats heat into a system as positive and work
out as negative. Often substances are assumed incompressible, and enthalpy differences can be
evaluated as follows:

�H = H2 − H1 = m(h2 − h1) = mC(T2 − T1) (7.14)

In contrast to mass and energy, entropy and exergy are not conserved. For a single-inlet, single-
outlet case with j heat interactions with the surroundings, the entropy balance can be written as

�SCV =
∑

j

Qj

Tj

+ Sin − Sout + � (7.15)

The second law of thermodynamics implies that the entropy of a system increases because of
irreversibilities, so the last term of Equation 7.15 is always greater than zero for real applications.
The entropy transfer associated with a heat interaction is the ratio of the heat transfer across a
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surface to the temperature Tj at which the interaction occurs. For incompressible substances, the
entropy change can be simplified:

�S = S2 − S1 = m(s2 − s1) = mC ln

(
T2

T1

)
(7.16)

Exergy analysis is useful in TES applications, providing assessments based on the first and second
laws and assessing both the quantity and usefulness of energy. As an example, consider cold
TES. Since exergy methods treat cold as a useful commodity relative to ambient conditions, more
realistic performance assessments are obtained using exergy rather than energy efficiencies. Exergy,
like entropy, is not conserved. For a single-inlet, single-outlet case with j heat interactions with
the surroundings, an exergy balance can be written as

��CV =
∑

j

(
1 − T∞

Tj

)
Xj − W+ ∈in − ∈out (7.17)

where the exergy difference for an incompressible substance is

�� =∈2 − ∈1= m(e2 − e1) = mC

(
T2 − T1 − T∞ ln

(
T2

T1

))
(7.18)

With these thermodynamic principles, energy (first law) and exergy (second law) efficiencies can
be defined. In both cases, the efficiencies are often based on the ratio of the product (or desired)
output to total input. Expressions for energy efficiency η and exergy efficiency ψ based on this
definition, which are used in the case studies, are as follows:

η = Product energy output

Total energy input
= Eprod

Einput
(7.19)

ψ = Product exergy output

Total exergy input
= �prod

�input
(7.20)

To evaluate efficiencies, energy and exergy quantities must be obtained, in general and with FLU-
ENT. For mass flows, the temperature of the flow on a mass-weighted average is preferred. The
mass-weighted average temperature obtained by a surface monitor for an outflow containing n

facets is defined as follows in FLUENT:

T out =

n∑
i=1

Tiρi

∣∣∣⇀V i · ⇀
A i

∣∣∣
n∑

i=1
ρi

∣∣∣⇀V i · ⇀
A i

∣∣∣ (7.21)

The mass flow rate is provided as the divisor of Equation 7.21. Surface integrals can also be
computed, and are usually used for evaluating the total heat flow through a surface. For a heat flux q,
the total surface heat flux for a surface containing n facets is calculated in FLUENT as:

Q =
∫

qdA =
n∑

i=1

qi |Ai | (7.22)

In addition, a volume monitor is often used to determine the average temperature in a specified
material or section of the domain. For a volume comprised of n elements, the volume average
temperature from a volume monitor is

T v = 1

V

n∑
i=1

Ti |Vi | (7.23)

The above two methods are used in the case studies and permit calculation of performance param-
eters for each case.
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7.5 Case Studies for Sensible TES Systems
The thermodynamic analysis described in the previous section is applied to several TES case studies.
The case studies are chosen to be illustrative and are therefore simple. They are easily repeated
and provide useful insights into sensible and latent TES systems. The cases are simulated using
FLUENT 6.3, using an IBM Thinkpad laptop with a Pentium M 1.60 GHz processor and equipped
with 512 Mb of DDR RAM. This computer is sufficient for performing the calculations with the
software (although more computing power is required to attain convergence for complex problems
in a reasonable time).

In the following examples, typical uses for ANSYS FLUENT software are outlined. As one of the
most popular finite volume solvers in the industry, it is adept at solving many computational fluid
flow and heat transfer problems over a wide range of applications. Many examples are cited in the
literature in which FLUENT simulates real scenarios, varying from simple to complex. FLUENT
can implement a wide range of models, which can be toggled on or off, to handle phenomena such
as multiphase flows (e.g., gas diffusion beds), viscous heating, radiation, solidification and melting,
acoustics, turbulence, and others. The advantage of commercially available software is relatively
straightforward problem setup and solution, although care must be exercised for more complicated
applications to ensure that proper models are enabled, residual tolerances are within reason, and
computational domains, including boundary and initial conditions, are properly constructed.

Two cases are investigated here, both involving relatively simple FLUENT simulations. The
first is natural convection in a hot water storage tank, and is intended to simulate the cooling
process for an uninsulated residential hot water tank in ambient conditions. The second case is
forced convection in a stratified cylindrical storage tank, where hot water is pumped into the tank
as in solar heating applications. Although grid and time step dependence tests are administered,
because of the lengthy nature of such tests they are shown in more detail when a complicated case
study is undertaken in Section 7.7.2. These examples are intended to provide the reader with an
understanding of the usefulness of such software in sensible TES applications.

7.5.1 Case Study 1: Natural Convection in a Hot Water Storage Tank

In this case, natural convection is simulated using FLUENT. This simple case permits some of
the basic aspects of the software to be understood and utilized. We consider an upright cylindrical
storage tank with a radius of 30 cm and a height of 120 cm. These dimensions are typical of
commercial hot water tanks. The tank is assumed to have negligible insulation on its walls and to
exchange heat with its surroundings through convective heat transfer only. The hot water tank has an
initial temperature higher than that at ambient conditions. The resulting convection and stratification
within the tank are examined as time progresses over a 24-hour period. Various physical quantities
are considered so as to provide sufficient information to calculate energy and exergy efficiencies.

The sole heat storage and transport medium is water, which provides the sensible thermal storage
capacity. The water has an initial temperature of 60 ◦C and exchanges energy through convective
heat transfer with the ambient surroundings at a temperature T∞ = 20 ◦C. The simplistic modeling
applied here permits the ambient atmosphere to be excluded from the physical domain and instead
for a convective boundary condition to be imposed at the tank walls with a heat transfer coefficient
of 10 W/m2 K. This value compares well with that found in a similar study by Oliveski et al.
(2003). The tank walls are uninsulated, and this lack of conductive thermal resistance allows the
wall to be treated as very thin. The water is assumed to have constant thermophysical properties,
including a density of 992.2 kg/m3, a specific heat of 4.182 kJ/kg K, a conductivity of 0.618 W/m K,
a dynamic viscosity of 0.000653 kg/m s, and a thermal expansion coefficient of 0.000386/K. These
values are taken at 40 ◦C, the mean temperature of the system and its surroundings.

To create the physical domain and segregate it into finite volumes, GAMBIT software is used.
Special care is taken to ensure a higher concentration of cells in regions expected to experience
higher thermal and velocity gradients, namely, the inside walls of the tank. This is done to ensure
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(a)

(b) (c)

Figure 7.5 Cross-sectional views of the cell density in the (a) radial plane, (b) axial plane, and (c) outer wall
regions

greater simulation accuracy, as explained earlier. The cell configurations for horizontal and vertical
cross sections through the tank are shown in Figure 7.5, along with a three-dimensional view of
the cell distribution in the outer walls.

To establish this cell configuration, a boundary layer is first meshed in all inner faces (walls),
using an initial spacing of 1 cm, with a growth factor of 1.2 and four layers in total, giving a total
boundary layer thickness of 5.37 cm. Subsequently, the remainder of the volume is meshed using
hex elements and a cooper meshing with a spacing of 5 cm, which corresponds to a total of 8580
elements. These configurations are simple to implement with a basic knowledge of GAMBIT, and
are chosen because of the good convergence results they yield in the associated FLUENT simula-
tions. No grid size or orientation tests are administered for this case study, but a comprehensive
and detailed account of these procedures is given in Section 7.7.2.

Once the computational domain configuration is created, it can be read into FLUENT as a
system of nodes and volume types. The remainder of the numerical setup involves setting initial
and boundary conditions, temperature monitors, time steps, and residual tolerance values. For this
case, the energy balance of Equation 7.1 is enabled, and water properties are set via the Boussinesq
natural convection approximation in Equation 7.6. The entire volume is initialized to have zero
gauge pressure and a temperature of 60 ◦C, and the convective heat transfer boundary condition
is set using the “Boundary Conditions” panel. The SIMPLE solver is utilized, but the pressure
discretization scheme is weighted by body forces, as required for natural convection cases. For
natural convection to occur, gravity must be enabled. Here, gravitational acceleration is set to
9.81 m/s2 in the negative y-direction. Monitors are put in place to record the volume-averaged
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temperature in the tank at 5-min intervals, and the residual tolerances are set to 10−3 for the x, y,
and z velocities and continuity and 10−6 for energy. The time step is set to 2 s, a coarse value that
eases the simulation. As in grid construction, time step independence is not demonstrated in this
case, but is explained in detail in Section 7.7.2. The simulation is then run. With a computational
time ratio of about 1:3, the simulation required is about 10 h to complete.

Performance Criteria

Since no mass flow crosses the tank walls and no work is done on the control volume, the energy
balance from Section 7.4.4 can be simplified to

�Esys = Q (7.24)

The energy efficiency, based on the ratio of product to input energies, can be computed at any time
during the simulation, since monitors are in place to calculate the heat loss via the average change
in water temperature. The product energy is defined as the recoverable energy in the tank at any
time, while the total energy input is taken to be the recoverable energy in the tank at the beginning
of the simulation. These two values are evaluated by monitoring the average temperature within
the tank at each time step, and the energy efficiency becomes

η = Eprod

Einput
= H(t)

H(0)
= H(0) − Q

H(0)
(7.25)

where

H(t) = m
[
h∞ + C

(
T v(t) − T∞

)]
(7.26)

The exergy efficiencies are similarly calculated, with no mass flows across the control volume. For
simplicity, we assume reversible behavior in the tank with no viscous losses or volumetric changes,
so the only system loss is the exergy loss associated with heat leakage:

��sys = Xl (7.27)

The exergy content at each time step of the simulation can be similarly calculated by monitoring
the volume-averaged temperature in the tank. Then, the exergy efficiency can be expressed as

ψ = �prod

�input
= �(t)

�(0)
= �(0) − Xl

�(0)
(7.28)

where

�(t) = mC

[
T v(t) − T∞ − T∞ ln

(
T v(t)

T∞

)]
(7.29)

The total volume of the system is calculated to be 339 L, corresponding to a mass m of 336 kg.
The specific enthalpy of water at the reference-environment condition is given in thermodynamic
tables as h∞ = 83.93 kJ/kg. Note that, although the tank is taken to undergo a reversible process
for simplicity, all other cases have internal irreversibilities.

Results and Discussion

Before considering the performance values calculated from the monitored simulation data, we utilize
the field data visualization software in FLUENT. Views of the temperature and velocity (scalar)
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Figure 7.6 Temperature distributions (in K) for the storage tank at 4-h intervals

fields are taken at 4-h intervals. These views are shown for an axial cross section (see Figure 7.5b)
in Figures 7.6 and 7.7.

In the temperature fields in Figure 7.6, darker regions indicate cooler temperatures. It is seen
that the tank cools considerably as time progresses, and that cooler temperatures exist in the lower
parts of the tank, due to natural convection currents, as well as on the tank walls. This is not
surprising since the natural convection model is employed and warmer fluids have a lower density
than cooler fluids.

From the absolute velocity field of the tank in Figure 7.7, it is observed that the velocities,
although small, vary as time progresses. Darker areas represent lower velocities. Two points are
apparent in Figure 7.7: the velocity differences in the storage tank decrease with time and the
velocities are highest along the tank walls and lowest at the tank bottom. These observations are
attributable to natural convection. Since the tank walls experience the highest velocity gradients, the
cells nearest to the walls exhibit the lowest temperatures in the domain and the greatest densities,
leading to the greatest downward velocity. As time passes, the density variations within the tank
decrease as the average temperature within the tank decreases toward the ambient temperature. If
the simulation is continued for enough time, all velocity vectors would become zero. Note that
small eddy currents are present in the tank interior due to the fact that FLUENT automatically
uses a turbulence model for such situations. Compared to thermal energy losses, the losses due to
viscous heating in both laminar and turbulent cases are extremely small and therefore are assumed
negligible for this and all subsequent TES case studies.
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Figure 7.7 Velocity profiles (in m/s) for the storage tank at 4-h intervals

The tank temperature progression over 24 h is obtained with the volume-averaged temperature
monitor (see Figure 7.8). A significant loss of temperature is observed over the period because of
the lack of insulation surrounding the tank. The temperature decreases sharply at first and the rate
of decrease levels off as time progresses. The temperature profile parallels the heat transfer from
the tank, with the greatest heat transfer rate at high temperatures due to Newton’s law of cooling.
The tank energy storage and thermal energy loss are shown over 24 h in Figure 7.9, while the tank
exergy storage and thermal exergy loss are depicted in a similar format in Figure 7.10.

Several points concerning with the differences between energy and exergy values in TES appli-
cations can be noted by comparing Figures 7.9 and 7.10:

• First, the exergy storage and thermal exergy loss are much less than the corresponding energy
quantities. This is due to the fact that the exergy of a substance is relative to the reference-
environment state, and that thermal exergy is much less than thermal energy at near-reference-
environment temperatures. In contrast, the energy of the thermal storage is considerable, reflecting
incorrectly the usefulness of the TES.

• Second, while the energy storage and heat loss curves are almost linear, the corresponding
exergy curves tend to change much more sharply with time. This observation indicates that the
usefulness (or exergy content) of the thermal store is much greater at higher temperatures, that is,
a high-temperature thermal storage contains much more exergy than a lower temperature storage.
Clearly, exergy takes into consideration not only the quantity but also the quality of energy.
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Figure 7.8 Volume-averaged temperature in the storage tank over the 24-h cooling period
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Figure 7.9 Total energy storage and thermal energy loss over the 24-h cooling period
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Figure 7.10 Total exergy storage and thermal exergy loss over the 24-h cooling period

These results demonstrate useful aspects of exergy analyses and explain in part why both energy
and exergy efficiencies are often sought in evaluating the merit of TES systems.

The efficiencies for this case are shown as a function of time in Figure 7.11. As anticipated, the
exergy efficiencies are much lower than the corresponding energy efficiencies, and represent a more
realistic view of system performance. If the tank were left to cool for an infinite time, the exergy
profile would asymptotically approach a zero efficiency value. However, the energy profile would
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Figure 7.11 Variation with time of the energy and exergy efficiencies of the cooling process

eventually decrease to a value of mh∞/E(0) or approximately 33.4%. The fact that a completely
useless mass of water, with zero heating potential, still retains a recovery efficiency of 33.4% illus-
trates the inadequacies of using energy alone in TES system assessments and improvement efforts.

Closure for Case Study 1

The cooling is investigated for a large tank of hot water initially at 60 ◦C as it exchanges heat with
its surroundings at 20 ◦C, via convective heat transfer with a convective coefficient of 10 W/m2 K.
The average temperature within the tank is monitored as time progresses, so that efficiencies and
thermal losses can be recorded.

The process is observed to be highly efficient in both the energy and exergy senses at the
beginning of the simulation, since most of the thermal energy or exergy can be recovered. As
time progresses and the temperature of the storage tank drops due to heat losses, the efficiencies
decrease and less recoverable thermal energy or exergy remains. The energy efficiency is 47.5%
after the 24-h cooling period, while the exergy value is 4.79%. The differences between the two
efficiencies demonstrate the usefulness of exergy analysis in TES applications: since the TES is at
a temperature of just over 23 ◦C after the 24-h period, it is misleading to deem that the thermal
energy is almost half recoverable as the energy efficiency suggests since the quality of the thermal
energy is neglected.

This case study is intended to give the reader an understanding of the usefulness of FLUENT in
TES applications. Although this particular example is simple and incorporates many assumptions
to simplify the modeling and simulation, it provides a good introduction for the more complicated
simulations that are investigated in subsequent case studies. These include forced convection and
stratification for sensible TES, as well as external flow, solidification, and melting for latent TES.

7.5.2 Case Study 2: Forced Convection in a Stratified Hot Water Tank

This case study is concerned with forced convection in a stratified, hot water storage tank. Whereas
the study in the previous section is concerned with the losses due to only natural convection,
this example examines the charging of a hot water tank with warm water. The tank considered is
cylindrical, with a height of 100 cm and a radius of 15 cm, and is insulated along its walls with
fiberglass. The tank is initially at a temperature of 20 ◦C. A schematic of the system is shown
in Figure 7.12. The physical model and variable inputs are chosen to be similar to those in an
investigation by Ghaddar and Al-Maarafie (1997). FLUENT is used to investigate the charging
process using hot water at 70 ◦C.

The system is subject to convective heat loss to surroundings at 20 ◦C, and has a surface con-
vective heat transfer coefficient of 4.5 W/m2 K, which is taken to be constant. The inlet velocity
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Figure 7.12 Schematic of physical domain of a thermal storage, modified from Ghaddar and Al-Maarafie
(1997)

is treated as uniform. The effect of flow rate on the resulting performance criteria is examined
by considering two flow rates (9 L/min and 3 L/min). The water is taken to have a density of
998.2 kg/m3, a specific heat of 4.182 kJ/kg K, a thermal conductivity of 0.6 W/m K, and a dynamic
viscosity of 0.00103 kg/m s. Natural convection is considered negligible. As the Reynolds number
for the flow cases considered here is between 200 and 650, which is in the laminar regime, the flows
are treated as laminar. The insulation is a common fiberglass type, with a density of 12.0 kg/m3, a
specific heat of 0.844 kJ/kg K, and a thermal conductivity of 0.04 W/m K (Harris et al., 2003).

The flow is considered to have a no-slip condition on the inner walls of the insulation, which
is contained by a steel wall of thickness 3 mm. Although not shown in Figure 7.12, this boundary
condition includes a “virtual” wall for simulation purposes; it does not occupy finite space, but
still applies a conductive resistance to the heat flow as in a thin wall. The steel in this case is
considered to be stainless steel, with a density of 8030 kg/m3, specific heat of 0.502 kJ/kg K, and
conductivity of 16.27 W/m K, based on FLUENT default values. The specified inlet temperature
and velocity corresponding to each flow rate considered, along with the outflow boundary condition
(discussed in Section 7.4.3) and convectively cooled tank walls, provide sufficient boundary and
initial conditions for the simulation.

The model was created using GAMBIT software, with special attention at the inner walls of the
flow regime. The computational domain, separated into finite volumes, can be seen in Figure 7.13.
The cell densities on the inner walls of the tank can be seen in Figure 7.13(a) and (b), where lon-
gitudinal and cross sections of the volume, respectively, are shown. The top view in Figure 7.13(c)
shows the cell distribution and shape of the outer tank wall more clearly. The meshing is developed
by first creating a four-layer boundary region on the innermost cylinder, with an initial spacing
of 0.5 cm and a growth factor of 1.2. With this boundary layer, the cells for the remainder of
the volume, including the insulation, are created with hex/wedge elements in a cooper-type mesh,
resulting in a total of 7718 computational volumes.

This physical domain, after specifying the appropriate zone and boundary types, is simulated
with FLUENT. The inlet velocity is set to 0.000707 m/s and 0.002121 m/s for the flow rates of
3 L/min and 9 L/min, respectively. Simulations are run for 18 min of real flow time for the slower
flow rate and 6 min for the faster, with three data samples of the temperature and velocity fields
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Figure 7.13 Views of the computational grid for the hot water storage in the outer wall section (a), radial
cross section (b), and axial cross section (c)

taken at equally spaced intervals in each case. The residual tolerances are set to 10−3 for the x, y,
and z velocities and continuity and 10−6 for energy.

To simulate the efficiency and performance equations correctly, the following quantities are
monitored over the duration of the simulation: the outlet mass-weighted average temperature (see
Equation 7.21), the volume-weighted water and insulation average temperatures (Equation 7.23),
and the surface heat flux from the tank (Equation 7.22). The simulations are run with a time step of
1 s for the slower flow rate and 0.5 s for the faster, while temperature and heat flux data are taken at
5-s intervals. A comparison of the simulation results with experimental results from Ghaddar and
Al-Maarafie (1997) shows good agreement. Time step independence is also verified, but the reader
should consult the case study in Section 7.7.2 for an illustration of the methodology of independence
verification. With the proper monitors in place and the computational domain initialized at 20 ◦C,
the simulation is then run with a computational time ratio of about 1:1, so that each simulation
concludes in less than 20 min.

Performance Criteria

The energy balance for the tank charging process at time t is as follows:

�Esys = �Ewater + �Einsulation =
t∫

0

ṁC
(
Tin − T out

)
dt − Q(t) (7.30)

where Q(t) is the total heat loss from the system at time t . Since the purpose is hot water storage,
the energy product for the energy efficiency is taken to be the change in energy of the water in
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the tank. The total required energy is the total flow energy difference in the flow, so the energy
efficiency can be expressed as

η = Eprod

Einput
= �Ewater

�Ewater + �Einsulation + Q(t)
(7.31)

The total heat loss is evaluated by approximate integration over n time steps of equal length �t as

Q(t) =
t∫

0

Qdt =
n∑

i=0

Qn�t (7.32)

Since kinetic and potential energy effects are neglected, the changes in energy in both the water
and insulation portions of the domain are evaluated using incompressibility assumptions as

�Ewater = mwater Cwater
(
T v ,water − T∞

)
(7.33)

�Einsulation = minsulationCinsulation
(
T v ,insulation − T∞

)
(7.34)

The ambient temperature in this case is set to 20 ◦C, while the masses of water and insulation are
70.1 kg and 0.66 kg, respectively.

The exergy analysis reflects the losses associated with the mixing of fluids, which is an irre-
versible process. The exergy balance can be expressed as follows:

��sys = ��water + ��insulation =∈in − ∈out −Xl − I (7.35)

Before delving into entropy balances, which can be used to calculate the exergy destroyed because
of irreversibility I , the exergy efficiency is defined in the same format as used for the energy
efficiency. That is, the exergy efficiency is taken to be the ratio of product exergy to the thermal
exergy stored in the tank, or the change in exergy in the storage medium, water. The required input
exergy content is the difference in exergy from the inlet to outlet, so that

ψ = �prod

�input
= ��water

��water + ��insulation + Xl(t) + I (t)
(7.36)

Here, the exergy change of the system at any time t is once again obtained from the instantaneous
volume-averaged temperatures in the respective mediums:

��water = mwater Cwater

[
T v ,water − T∞ − T∞ ln

(
T v ,water

T∞

)]
(7.37)

��insulation = minsulationCinsulation

[
T v ,insulation − T∞ − T∞ ln

(
T v ,insulation

T∞

)]
(7.38)

The exergy loss due to heat leakage is again calculated with an approximated integral, assuming
heat leakage takes place at the average temperature of the insulation:

Xl(t) =
t∫

0

(
1 − T∞

T v ,insulation

)
Qdt =

n∑
i=0

(
1 − T∞

T v ,insulation,i

)
Qi�t (7.39)

The remainder of the performance criteria determination is concerned with evaluating the exergy
destroyed by irreversibilities. Entropy expressions are used, including an entropy balance at time t :

�Ssys = �Swater + �Sinsulation = (Sin − Sout )(t) + SQ(t) + �(t) (7.40)
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where

�Swater = mwaterCwater ln

(
T v ,water

T∞

)
(7.41)

�Sinsulation = minsulationCinsulation ln

(
T v ,insulation

T∞

)
(7.42)

SQ(t) = Q(t)

T v ,insulation
(7.43)

If the quantity T out is measured for the outflow, then the total difference in entropy flow at any
time t is as follows:

(Sin − Sout ) (t) =
t∫

0

ṁCwater ln

(
T out (t)

Tin

)
dt =

n∑
i=0

ṁCwater ln

(
T out,t

Tin

)
�t (7.44)

Finally, the exergy destroyed because of irreversibilities is evaluated:

I (t) = T∞�(t) (7.45)

and the exergy efficiency can now be determined.

Results and Discussion

FLUENT allows for data sampling of the entire field at any time during the simulation. Here,
the temperature and velocity fields are sampled at intervals of 6, 12, and 18 min for the flow
rate of 3 L/min, and at intervals of 2, 4, and 6 min for the flow rate of 9 L/min. These sampling
rates permit qualitative examinations of the intrinsic nature of the flow and temperature values in
the tank. For a lengthwise cross-section of the tank, temperature distributions for the flow rates
of 3 L/min and 9 L/min, respectively, can be seen in Figures 7.14 and 7.15, while corresponding
velocity distributions are shown in Figures 7.16 and 7.17.
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Figure 7.14 Temperature distributions (in K) in a thermal storage tank at selected times for a flow rate of
3 L/min
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Figure 7.15 Temperature distributions (in K) in a thermal storage tank at selected times for a flow rate of
9 L/min
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Figure 7.16 Velocity contours in a thermal storage tank at selected times for a flow rate of 3 L/min

The distinct difference in temperature between the insulation and the flowing fluid is clearly
evident in the temperature distributions. The insulation hinders the amount of heat transfer to the
ambient air, and the dark color in this region, indicating a relatively low temperature, confirms
that little heat escapes. As time progresses, however, especially for the slower flow rate case
(Figure 7.14), the upper portion of the tank is seen to be losing some heat because of the increasing
temperature difference between the ambient air and the warm inner fluid. It is also observed that
a thermal boundary layer is developing in the flow and, although this case is not simulated for
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Figure 7.17 Velocity contours in a thermal storage tank at selected times for a flow rate of 9 L/min

steady-state conditions, it is apparent that equilibrium would be reached after sufficient time with
respect to thermal and velocity gradients within the computational domain.

The shapes of the temperature contours in Figures 7.14 and 7.15 are also interesting to compare.
In the faster moving flow, the temperature contours at the edge of the warm flow appear to be
much more sharply differentiated from the cold region. In contrast, the slower flow appears to have
more rounded isotherms, mainly because of the fact that more time is available in the case of the
slower flow rate for heat from the hot water to diffuse downstream. In both cases, the hot water
travels the same distance along the tank, but less heat diffusion clearly occurs in the faster moving
case, yielding less rounded isotherms.

The velocity contours also help explain the differences in the temperature profiles for the two
flow rates. Since the computational domain is initialized at zero velocity, there is a trend as the
fluid traverses the tank for the flow to become fully developed, as seen in Figures 7.16 and 7.17.
There, the velocities become more representative of a continuous, fully developed regime as time
progresses, and less like plug flow. Consequently, the corresponding isotherms also tend toward
fully developed flow.

The types of contour plots shown here, which are easily accessible in FLUENT, help deter-
mine whether simulations are achieving good results, and in some cases can indicate problems in
modeling and setup. For this reason, it is prudent when performing simulations to intermittently
check the pressure, temperature, and flow fields to determine the accuracy or precision of the
numerical progression.

After reviewing qualitative aspects of the simulation, the previously outlined performance criteria
and their variations with time can be examined, including thermal energy and exergy losses, exergy
destruction due to irreversibility, and energy and exergy efficiencies. The variation with time of the
overall volume-averaged temperature of the tank and insulation are shown for the two flow rates
considered in Figures 7.18 and 7.19. The two temperature profiles appear similar, but for the case
with the slower flow rate (3 L/min), the temperature of the insulation is higher. This phenomenon
is due to the increased wall conduction and correspondingly reduced heat loss to the surroundings
associated with the longer charging time.
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Figure 7.18 Volume-averaged temperatures of the water and insulation for a flow rate of 3 L/min
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Figure 7.19 Volume-averaged temperatures of the water and insulation for a flow rate of 9 L/min

The two flow rates exhibit similar trends and are compared in the remainder of the analysis by
plotting them against a dimensionless time, t∗ = t/tmax, to better reveal their differences. For the
3 L/min case, tmax = 1800 s, and for the case where the flow rate is 9 L/min, tmax = 360 s.

The loss of heat to the environment, Q(t), is plotted as a function of the dimensionless time
t∗ in Figure 7.20 for both flow rate cases. It is clear that the higher flow rate case experiences a
greater heat loss, which is almost five times the heat loss of the 3 L/min flow rate case.

The energy efficiencies for both cases are presented in Figure 7.21. The energy efficiencies
are very high for both cases, indicating that almost all of the injected heat is recovered. At the
conclusion of each simulation, that is, when t∗ = 1, the energy efficiencies are 99.93% and 99.84%
for the flow rates of 9 L/min and 3 L/min, respectively. Furthermore, since the only mode of energy
loss is heat leakage, the efficiencies are directly dependent on heat leakage. For the higher flow
rate, the energy efficiency is higher since less heat leaks to the surroundings.

The energy efficiencies do not reflect the thermodynamic performance properly, and a more
comprehensive view is provided when exergy considerations are taken into account. The exergy
loss to the surroundings via heat loss is shown in Figure 7.22. A comparison of this figure with
Figure 7.20 shows that the absolute magnitudes of the thermal energy and exergy losses differ
greatly, with the heat leakage varying between 5 and 30 J, while the corresponding exergy values
of these heat leakages are relatively insignificant (less than one-hundredth of a joule in all cases).
These values indicate that the tank is well insulated, and are not a large factor in performance
calculations. The thermal exergy loss is small because the heat loss occurs at a temperature near that
of the reference environment. The exergy associated with the heat loss depends on the temperature
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Figure 7.20 Loss of thermal energy from the storage to the surroundings, for the two flow rates
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Figure 7.21 Energy efficiencies of the storage, for the two flow rates
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Figure 7.22 Exergy lost from the storage to the surroundings owing to heat leakage, for the two flow rates
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Figure 7.23 Exergy destruction in the storage due to irreversibilities and exergy of the stored hot water, for
two flow rates
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Figure 7.24 Exergy efficiencies of the storage, for the two flow rates

ratio of heat loss to the reference environment in such a manner that these temperatures render the
thermal exergy loss very small, especially in comparison to the overall thermal exergy of the tank.

The other component of the exergy loss, the destroyed exergy, is displayed in Figure 7.23. Also
shown is the exergy of the stored hot water. This loss provides a much more perceptive picture
of the overall performance of the charging process, since the destroyed and stored exergies both
significantly affect the exergy efficiency. The exergy destroyed because of irreversibilities is much
greater than the thermal exergy loss and is the main contributing factor to the exergy efficiency
values (see Figure 7.24), which are approximately 60% at the conclusion of the simulation for both
flow rate cases. The exergy efficiencies are clearly significantly lower than the energy efficiencies.

The exergy efficiencies are lower largely as a result of the recoverable thermal exergy. Near the
beginning of the simulation, the overall water tank temperature is low and it can be shown with
Equation 7.18 to have little exergy (see Figure 7.23). As the volume-weighted temperature of the
tank increases, its recoverable exergy content becomes greater. Since the thermal energy input to
the tank is of a much higher quality because of its relatively high temperature, the ratio of recovered
to input exergy is initially almost zero and increases as the tank charges. However, it is apparent
in Figure 7.23 that the increase in exergy destruction with time levels off after a period of time.
This observation is mainly attributable to the fact that the outlet temperature increases with time, so
less mixing with the colder fluid occurs. When the outlet temperature rises, the exergy difference
between inlet and outlet drops sharply, so less of the quality of the charging fluid is wasted. The
exergy efficiency consequently levels off also, as can be partly seen in Figure 7.24.
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The result comparisons also reveal a similarity between the efficiencies of the two flow rates
considered. The energy efficiencies, although of high magnitude, exhibit discernable differences, as
seen in the profiles for the two flow rates. However, the exergy efficiencies are more similar. This
observation reinforces the point made earlier that thermal leakage, which differs greatly for the
two cases, does not affect exergy efficiency markedly. For both cases, heat leakage and the energy
stored in the insulation are unimportant, and it is the exergy destruction (due to entropy generation)
that affects performance significantly. The two storage cases are equally efficient at charging the
thermal store.

Finally, it is noted that the results demonstrate that energy analysis creates confusion regarding
the performance of this TES system. While energy analysis suggests to engineers that the process
is nearly ideal, the exergy efficiencies indicate that this is not the case, and that there exists a
significant margin for efficiency improvement. This important observation recurs in subsequent
case studies.

Closure for Case Study 2

In this sensible TES case study, the charging of an insulated, stratified hot water tank with forced
convection is investigated. The tank considered contains around 72 L of water initially at the ambient
temperature of 20 ◦C, and is charged using hot water at 70 ◦C. Heat loss to the surroundings is
accounted for. Two flow rates (3 and 9 L/min) are considered, and the simulated charging times for
the two cases are 18 min and 6 min, respectively. To facilitate performance calculations, average
temperatures in the water and insulation regions are monitored, as are the total heat loss through
the outer tank walls and the mass-weighted outlet temperature.

The main simulation results demonstrate that the energy and exergy efficiencies exhibit different
trends. The energy efficiency of the process begins at 100% and gradually decreases over the course
of the simulation to 99.9%, while the exergy efficiency begins at 0% and increases with time to a
final value of approximately 60%. This result suggests that a thorough charging of hot water tanks
provides one means of avoiding loss of energy quality. The energy and exergy losses due to heat
leakage to the environment are found to affect performance values relatively insignificantly.

Although this sensible TES case study is more complex than the first in terms of thermodynamic
analysis, the simulation of similar sensible TES processes is relatively straightforward. The ease of
numerical solution has a cost – the need to understand the volume and surface monitors available
(many of which are either not mentioned or addressed in Section 7.6.3) sufficiently well so that
they can be used to achieve proper results.

7.5.3 General Discussion of Sensible TES Case Studies

The case studies in this section help illustrate the usefulness of FLUENT and, more generally,
finite volume solvers. While the modeling and simulation algorithms are complex, commercially
available software for TES purposes provides ease of use. Complex fluid flow problems coupled
with heat transfer phenomena can be straightforwardly investigated.

In the first case study, natural convection is modeled in a large storage tank, with heat leakage via
natural convection. The simulation results confirm the contribution of insulation to efficiency. Sim-
ilarly, forced convection is modeled in the second case study for an insulated storage. The results
show that the heat leakage to the surroundings detracts less from efficiency than internal irreversibil-
ities. In both cases, energy efficiencies are misleadingly high, and second-law considerations need
to be taken into account to better understand performance and efficiency.

The case studies presented provide a good introduction to the latent TES cases considered sub-
sequently. Most latent TES systems involve some sensible heat interactions, for example, in a
heat transfer fluid (HTF). In addition, to extract energy from a latent store like a PCM, temper-
ature changes in the liquid or solid phases sometimes occur, and sensible considerations must be
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accounted for. The main objective of the following section is to build upon the material introduced
in this section and thereby explain how more complicated cases may be simulated using FLUENT.
However, since many of the modeling, simulation, and analysis techniques are similar, repetition
is avoided in the next section and only pertinent information provided.

7.6 Numerical Modeling, Simulation, and Analysis of Latent
TES Systems

The modeling and simulation of latent TES systems is addressed in this section. Latent TES systems
are finding increasing applications because of their high volumetric heat capacities. However,
compared to sensible TES systems, which are usually water based, latent TES systems can be
subject to more implementation difficulties. These include finding a material with a suitably high
heat of fusion and a melting point near the desired temperature, and that is relatively benign and
reliable, so that successive charging and discharging cycles can be carried out without replacement
of equipment. Since solidification or melting occurs for a given storage material at a specified
temperature and pressure, care must be exercised to ensure that proper conditions are in place for
effective phase change, which is most desirable at the heat utilization temperature of the application.

Building on the modeling, simulation, and analysis of sensible TES systems in previous sections,
much of the following material avoids unnecessary repetition. Nonetheless, several models and
equations need to be introduced to permit the case studies to be studied properly. These include the
volume of fluid (VOF) model, the solidification/melting model, and various ancillary equations for
heat transfer and thermodynamic analysis. This treatment is intended to provide the reader with a
good understanding of the modeling and simulation of latent TES systems and to facilitate practical
and accurate representations of real scenarios.

7.6.1 Modeling

The modeling of latent TES systems does not differ greatly from the modeling of sensible sys-
tems, as explained in Section 7.4.1. The computational domains and grid meshing procedures are
analogous to the material explained in the previous modeling section. In some cases, moving-grid
schemes can be used for more accurate simulations, thereby allowing solid/liquid interfaces to con-
tain a greater concentration of cells. However, the scope of this chapter allows only some options
to be explained.

Throughout the analysis, the same principles as in Section 7.4.1 are applied. It is generally
advantageous to place more cells (volumes) in areas where phase change is expected to occur. This
practice is addressed in subsequent case studies.

7.6.2 Heat Transfer and Fluid Flow Analysis

The phase change that occurs in latent TES leads to slight differences in the heat transfer and energy
equations used in the computational domain. For those volumes in liquid phase, however, the same
expressions from Section 7.4.2 apply, for example, Navier–Stokes and continuity equations. The
Boussinesq model for natural convection is not to be used because of the complexities it introduces,
which greatly lengthens modeling, setup, and computational times. For example, Assis et al. (2007)
investigated melting in a spherical enclosure with FLUENT, accounting for density changes from
phase change and natural convective currents. The computational time ratio in this case is over
300:1, even with a markedly more powerful computer than the one used in these case studies.
The resulting simulations can require several days, while the models used in this treatment have
simulation durations of only a few hours, with little loss in result accuracy or validity. With
FLUENT, modeling natural convection and density differences in phase change in an enclosed
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volume requires knowledge of C+ programming to implement special user-defined functions in
each phase. A detailed explanation of the implementation of C+ scripts into FLUENT is beyond
the scope of this book, but is needed for assessments of natural convection.

As mentioned earlier, the continuity and momentum equations in Equations 7.4 and 7.5 are valid
in the fluid regions. However, the energy balance in Equation 7.1 is modified to account for energy
absorption during phase change. Utilizing a modified enthalpy, the energy equation can be written
as follows:

∂

∂t

(
ρh′ − p

)+ ∇ ·
(
⇀
V ρh′

)
= k∇2T + � (7.46)

where h′ denotes a combined specific enthalpy, which is the sum of two contributions: the sensible
enthalpy h and the latent enthalpy hlatent . That is,

h′ = h + hlatent (7.47)

The sensible enthalpy is calculated with Equation 7.3, and FLUENT uses the enthalpy/porosity
method (Voller, 1987; Voller and Prakash, 1987; Voller et al., 1987) to calculate the latent portion.
In lieu of a solver that produces a specific melt interface position, this method is often chosen to
solve problems with more complex geometries. Instead of tracking the solid/liquid interface position
explicitly, the “liquid fraction,” that is, the fraction of the cell in liquid form, is determined. The
liquid fraction ϕ is calculated as

ϕ = T − Tsolid

Tmelt − Tsolid
(7.48)

where Tsolid denotes the solidification temperature and Tmelt the melting temperature. The liquid
fraction is determined during each iteration to correctly define the temperature field and energy
balance. The liquid fraction varies between ϕ = 0 when T < Tsolid and ϕ = 1 when T > Tmelt .
Cells with a liquid fraction between 0 and 1 have a temperature of Tsolid < T < Tmelt and it is only
when a cell has a temperature between Tsolid and Tmelt that the liquid fraction in Equation 7.48
is calculated.

The latent enthalpy can be written in terms of the latent heat of the material L and the liquid
fraction ϕ:

hlatent = ϕL (7.49)

Once a cell has received or released all of its latent heat, it cools or warms in a sensible manner as
either a solid or a liquid, depending on the process. Equations 7.46 through 7.49, when combined
with the sensible enthalpy (Equation 7.3), allow the liquid fractions in all cells, and the temperature
and latent energy absorbed in the entire domain, to be calculated.

Note that for the solidification and melting modeling used in FLUENT, there exists a “mushy”
zone, which refers to the portion of the domain with a liquid fraction between 0 and 1. This zone
is treated as a porous medium, creating a momentum sink. However, due to the lack of forced
convection over solidifying or melting regions and the lack of natural convective currents, this
momentum sink becomes negligible, and is consequently usually omitted from the momentum
equations. For most cases, the solidification and melting temperatures can be set to be equal to
facilitate computations and avoid the dampening effects of the mushy zone.

The VOF model also plays an important role. This model permits two or more fluids to be
treated by specifying the interface and patching each phase once the domain has been initialized.
This approach is important for phase change in an enclosed space, where compressible air is often
present with a PCM, to allow for expansion. In the VOF model, the momentum equations are
satisfied for the two fluids, and a quantity called the volume fraction is computed in each cell for
each iteration. The volume fraction ranges from 0 to 1 for each fluid, where a volume fraction of
0 indicates that the cell is void of the fluid and 1 indicates that the cell contains only the fluid.



368 Thermal Energy Storage

A volume fraction between 0 and 1 indicates that the cell contains an interface between the fluid
and another substance. The momentum and energy equations can be chosen based solely on the
volume fraction of each cell, allowing the simulation to proceed. While the VOF model is suitable
for predicting phase change in the presence of a compressible gas, it involves some computational
challenges, as shown for the case study in Section 7.7.1.

The models presented here, with the accompanying modifications to the heat transfer and fluid
flow equations, allow latent TES systems to be well represented for simulation. Before apply-
ing these models in the case studies, changes in both simulation and thermodynamic analyses
are described.

7.6.3 Simulation

For simplicity, the SIMPLE algorithm (Section 7.4.3) is utilized in the subsequent case studies.
Although a pressure-based solver is not always the best choice when a simulation is concerned with
density changes and natural convection during phase change, it nonetheless provides reasonable
convergence characteristics for the cases considered.

7.6.4 Thermodynamic Analysis

The thermodynamic assessment discussed in Section 7.4.4 applies to latent TES systems, but with
a few minor differences in the energy and entropy expressions to account for solidification and
melting. The enthalpy change of a material as it undergoes phase change is expressible as

�H = ±mL (7.50)

where the positive sign is associated with melting and the negative sign with solidification.
The entropy change during phase change can be expressed as

�S = �Q

Tb

(7.51)

where the subscript b denotes the boundary at which the heat transfer occurs. For a substance
undergoing phase change with heat transfer with its surroundings at a temperature of Tsf , normally
taken as the solidification temperature, the change in entropy can be written as

�S = ±mL

Tsf

(7.52)

To calculate entropy changes, which facilitate the evaluation of entropy and exergy balances, the
heat added and the temperatures of the substances need to be known. In some cases, there are
changes in the densities of the mediums due to phase change. To evaluate entropy changes in the
system in such instances, the mass-weighted average temperature is used:

T m =

n∑
i=1

Tiρi |Vi |
n∑

i=1
ρi |Vi |

(7.53)

This parameter is similar to the volume-weighted quantity in Equation 7.23. Furthermore, an addi-
tional monitor is put in place to observe the heat dissipation from viscous sources. Hence, the
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mass-weighted total pressures at the inlet and outlet are monitored:

pout =

n∑
i=1

piρi

∣∣∣⇀V i · ⇀
A i

∣∣∣
n∑

i=1
pi

∣∣∣⇀V i · ⇀
A i

∣∣∣ (7.54)

With this parameter, changes in pressure can be translated to head generation from pressure.

7.7 Case Studies for Latent TES Systems
To build on the latent TES case studies in Section 7.5, two cases involving latent TES systems
are examined here. The first case considers the melting of a PCM in an infinitely long cylinder,
using a two-dimensional mesh representing the cross-section of such a cylinder. The second case
considers melting and solidification in a spherical shell exposed to an external heat transfer fluid
flow, and represents a more comprehensive analysis.

The first case demonstrates ways of using the VOF model. Since the PCM is modeled as in contact
with a compressible gas, the density differences accompanying phase change are considered, and
the sinking of the solid in the melting regime is observed. This particular case is computationally
demanding, resulting in an extremely high computational time ratio. Although using the VOF model
can help achieve more accurate results, especially when modeled with natural convective currents
in the PCM volume, the second case study shows that simplifying assumptions can greatly reduce
simulation time while retaining good results.

The second case study considers air as the heat transfer fluid that heats paraffin wax until
it completely melts. The wax then cools until it completely solidifies. The model is subject to
a complete validation and independence testing phase, after which it is considered accurate for
similar simulations. This case presents a culmination of the first four case studies in this chapter,
and serves as an example of proper comprehensive modeling and simulation using FLUENT of
either latent or sensible TES systems.

Through these case studies and the techniques explained through them, the reader should be able
to construct, model, and simulate various sensible and latent TES systems. As with any experiment
or simulation, the main objective is to obtain useful results and to present them informatively. It is
also demonstrated that simulation, while important, also requires sound analysis and interpretation
of numerical data in order to achieve meaningful results.

7.7.1 Case Study 1: Two-Dimensional Study of the Melting Process
in an Infinite Cylindrical Tube

This first latent TES case involves the melting process in a horizontal cylindrical duct. PCMs are
often contained in cylindrical tubes because of the ease of manufacturing such enclosures as well
as their ability to accommodate pressure changes induced by expansion or contraction of the PCM
during phase change. A simplified approach is adopted in this case in which the tube is treated as
infinitely long, resulting in a two-dimensional simulation.

The PCM is a paraffin blend, RT27, supplied by Rubitherm GmbH. Applications of RT27 in hot
latent storage applications and experiments have been reported in the literature, for example, Assis
et al. (2007). The paraffin fills 85% of the volume, while the VOF model (see Section 7.6.2) is used
to account for the remaining 15%, which is filled with compressible air, acting as an ideal gas.
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Figure 7.25 Grid structure of the two-dimensional surface representing the infinite cylinder

Throughout the analysis, a two-dimensional cross section of the cylindrical duct of unit depth is
considered. The cylinder has a diameter of 20 mm, and the volume can be created straightforwardly
using GAMBIT software. The circular shape is constructed first, and then meshed with quadrilateral
elements, in a paved meshing. The volume is discretized into 2890 cells, as shown in Figure 7.25.
Since the melting front is not known a priori , no boundary layer meshings are created; consequently,
the equations involving the melt front have equal accuracy, regardless of its position. Once the
proper boundary (wall) condition and interior zones are identified, they are input to FLUENT for
simulation.

The volume is assigned simple initial and boundary conditions to reduce the computational cost
involving density changes with the VOF model. The entire volume, including both the PCM and
air regions, is set initially to the ambient temperature of 25 ◦C (298 K). Then, a constant wall
temperature boundary condition of 50 ◦C (333 K) is invoked to induce melting. This constant wall
temperature is not intended to be a condition experienced in real scenarios, but rather is a simple
boundary condition that allows for simpler calculations and thus permits the phase change process
to be studied qualitatively. The small diameter of 20 mm is chosen to further reduce computational
times, since the surface area to volume ratio decreases markedly as the diameter of the cylinder is
decreased. Consequently, heat transfer from the cylinder increases, reducing the time required for
complete melting of the PCM.

The solidification/melting model is enabled, as is the VOF model, to ensure that proper equations
for phase change are used in the domain. Once initial and boundary conditions are set, the PCM
is patched to the lower region to model the equilibrium initial state. A density contour diagram is
presented in Figure 7.26, which shows the interface position of the PCM and air regions.

The PCM has a melting temperature of 30 ◦C and a solidification temperature of 28 ◦C. Many
of the thermophysical properties are not held constant, but instead are considered to vary linearly
between the two temperatures experienced during phase transition, to increase simulation accu-
racy. In the solid and liquid phases, respectively, the specific heats are taken to be 2.4 kJ/kg K
and 1.89 kJ/kg K and the thermal conductivities 0.24 W/m K and 0.15 W/m K. The solid density is
870 kg/m3 and the liquid density is 760 kg/m3. The decrease in density during melting indicates that
expansion occurs during the process. In addition, the dynamic viscosity of the liquid is taken to be
0.0032 kg/m s. All thermophysical properties used here are taken from Assis et al. (2007). Air is
modeled as an ideal gas, for which properties are obtained using FLUENT’s built-in thermophysical
properties.

With material properties and boundary conditions established, the melting progression is sim-
ulated using a time step of 0.005 s. Larger time steps can be shown in this case to result in a
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Figure 7.26 Variation in density in the cylinder at time t = 0. The darker region represents the PCM and the
lighter region above it represents air

diverging residual error, indicating the complexity of using the VOF model in conjunction with
solidification/melting. To properly calculate the performance criteria, the heat flux to the region
is monitored on an integral basis to determine the total heat addition to the volume as time pro-
gresses. To monitor quantitatively the solidification process, the liquid fraction is also monitored
on a volume-averaged basis, and the mass-weighted temperature of the entire region is tracked to
facilitate entropy calculations. All monitors sample at 1-s intervals throughout the melting process.

The residuals are set to default values of 10−3 for the x, y, and z velocities and continuity,
and 10−6 for energy. The total time to simulate the melting process is considerable; although the
real time for the simulation was 173 s, the computational time required was over 4 h. These data
indicate a computational time ratio of around 80:1. This result explains why a smaller volume is
chosen for assessment here and demonstrates the increase in computational cost when changes in
density are considered.

Performance Criteria

With the data obtained from the monitors, the melting process can be evaluated on a thermodynamic
basis. Energy, entropy, and exergy balances and efficiencies are presented and discussed.

The only energy input to the control volume is the heat added through the constant-temperature
wall, so the energy balance can be written as

�Esys = Qw (7.55)

The energy efficiency is defined as the ratio of the energy stored in the volume, that is, the change
in energy of the system, to the total input energy. Since no heat is assumed lost to the surroundings,
the energy efficiency is

η = Eprod

Einput
= �Esys

Qw

= 1 (7.56)

The 100% energy efficiency is somewhat artificial because of the assumption regarding heat loss.
For this system, all heat delivered to the PCM and used for melting is available for recovery on
PCM solidification.
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The exergy balance more effectively describes the behavior of this system. At any time t during
the simulation, the exergy balance can be written as

��sys = Xw − I (7.57)

where ��sys denotes the change in exergy of the system, Xw the wall exergy addition associated
with heat transfer, and I the exergy destroyed. Hence, we can examine the exergy efficiency
progression during the melting process.

The total exergy transferred to the system via the heated wall over n sampling time periods of
1 s each from the start of the simulation to time t can be approximated as follows:

Xw =
t∫

0

(
1 − T∞

Tw

)
Qwdt =

t∑
i=0

(
1 − T∞

Tw

)
Qw,t (7.58)

Since the exergy destroyed due to irreversibilities is given by the relation

I = T∞� (7.59)

the exergy efficiency can be determined using the total entropy generated from the start of the
simulation to time t , which can be obtained with an entropy balance:

�Ssys = Qw

Tw

+ � (7.60)

The entropy addition to the system by the heated wall is approximated using the sampled data from
the monitors:

Qw

Tw

=
n∑

i=0

Qw,t

Tw

(7.61)

The change in entropy of the system must account for the change in phase and a change in density
in both regions. For an internally reversible process, the change in entropy can be evaluated as an
integral of the ratio of heat transferred to the temperature of the heat transfer:

S2 − S1 =

 2∫

1

δQ

T




int
rev

(7.62)

If the PCM/air region is assumed to receive heat at its average temperature, the change in entropy
of the system at time t can be written as the incremental heat additions to the region divided by
the mass-weighted temperature at which these incremental heat additions occur, that is,

�Ssys =
t∫

0

Qw

T m

=
t∑

i=0

Qw,t

T m,t

(7.63)

The exergy efficiency is defined as the ratio of product to total input exergy, where the product
exergy is the change in exergy of the system and the total input exergy is the exergy transferred to
the system from the wall:

η = �prod

�input
= ��sys

Xw

= ��sys

��sys + I
(7.64)
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Results and Discussion

Using the visualization tools in FLUENT, the liquid and solid fractions can be viewed as time
progresses (see Figure 7.27). It is clear that the solid gradually decreases in size and sinks as time
progresses. Additionally, at the later stages of melting, the solid region takes on an unexpected shape
from what is conventional in solidification problems. This shape is attributable to the omission of
natural convection in the simulation. Currents in this case are based solely on the sinking solid
PCM and very little motion occurs in the fluid regions as melting progresses. Since heat transfer
occurs at the surface, the static liquid PCM region tends to act as an insulator to the melt front,
causing the center region to melt less quickly than would be the case in a real scenario. It is not
until the mushy zone is completely melted, between 120 and 165 s, that the solid region sinks to
the bottom of the domain as expected.

t = 45 s t = 60 s t = 90 s

t = 120 s t = 165 s t = 173 s

t = 0 s t = 15 s t = 30 s

Figure 7.27 Liquid and solid fractions in the storage domain at selected time intervals during melting. The
darker image represents the solid material
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Figure 7.28 Total energy transferred to the cylinder from the heated wall over time

Although the liquid/solid front exhibited in Figure 7.27 is only approximated in this case, the ther-
modynamic performance presented provides an understanding of the efficiency of melting processes
using a high-temperature source.

The total heat transferred to the cylinder as time progresses is shown in Figure 7.28. As expected,
the heat transfer from the wall increases sharply at first and then shifts to a nearly linear pattern.
The initial heat addition is large at the beginning of the simulation because of the large temperature
gradients, which become smaller as time progresses. The almost linear nature of the curve in
Figure 7.28 indicates that the temperature gradients are somewhat constant in the cylinder, and
suggests that the sinking motion of the PCM allows for some convection. The heat transfer in the
domain is enhanced by considering the change in density, and mirrors the behavior of models with
natural convection considered in the liquid portion of the PCM.

With energy analysis, the efficiency of the system is determined to be 100%, since all of the
heat added to the system is recoverable. This value is not indicative of the actual thermodynamic
behavior of the system, and exergy analysis provides a more perceptive assessment. The exergy
efficiency of the system as time progresses is shown in Figure 7.29, along with the liquid fraction.
The most significant difference between the exergy and energy efficiencies is magnitude. Whereas
the energy efficiency is 100% at all times, the exergy efficiency is initially zero and gradually
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Figure 7.29 Exergy efficiency and liquid fraction of the melting process with time for the cylindrical storage
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Figure 7.30 Quantities of exergy stored, destroyed, and input with wall heat for the cylindrical storage

increases to 26% at the end of the 173-s simulation period. The result indicates that the heat
addition is most efficient when the PCM temperature is hottest and least efficient when relatively
high-temperature heat is added to a lower temperature medium. The change in exergy of the entire
system is small at the initial stages of the simulation due to the low temperature (near-ambient
conditions) in the cylinder, and the exergy added with wall heat is large in comparison. When the
temperature of the thermal storage PCM rises appreciably, the difference between its temperature
and that associated with the wall heat becomes smaller, and the efficiency increases.

Figure 7.30 depicts the stored and destroyed exergy as well as the exergy addition by wall
heat. It can be seen in that figure that the stored exergy does not increase significantly until the
later stages of melting. Also, the stored exergy is the difference between the wall thermal exergy
and destroyed exergy, as indicated by the exergy balance of Equation 7.57. The exergy quantities
are smaller than the corresponding energy quantities. Whereas almost 50 kJ of energy is stored in
the PCM, the exergy content is well below 1 kJ for most of the melting process. This disparity
highlights the usefulness of exergy analysis. Until the temperature of a substance reaches a useful
level, the corresponding exergy is relatively small. This generality in the analysis of TES systems
is also observed in the final case study in this chapter.

Closure for Case Study 1

The present case study concerns the modeling of the melting process in a narrow, infinitely long
cylinder containing a paraffin-blend PCM. A two-dimensional mesh is constructed in GAMBIT
with a uniform meshing structure and simulated using FLUENT 6.3 with the VOF and solidifica-
tion/melting models. The paraffin PCM initially occupies the bottom 85% of the cylinder volume
and the top portion contains air modeled as an ideal gas. The paraffin/air region is initially set to
25 ◦C, and at time t > 0 the wall surrounding the region is set to a constant temperature of 50 ◦C,
allowing heat to be transferred from it to the contents of the cylinder.

The transient behavior of the PCM melting front exhibits unusual trends in terms of shape of the
solid fraction due to the omission of natural convection modeling. However, the sinking motion
of the solid region enhances heat transfer to a degree, somewhat offsetting the lack of natural
convection.

The thermodynamic assessment based on energy and exergy shows the process to be 100%
energy efficient at all times since all heat added to the cylinder is recoverable. However, the
exergetic performance is much different, with an initial exergy efficiency of 0% that increases to
approximately 26% after the 173-s simulation time. These differences indicate the importance of
energy quality in TES assessments, particularly since substances at temperatures at or near the
reference-environment temperature contain little exergy.
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Although the physical configuration, assumptions, and methods used in this latent TES are not
entirely based on real-world scenarios (e.g., the omission of natural convection and the use of a
constant wall temperature), this case helps demonstrate the use of proper models for phase change
with FLUENT. Although the next case study in this chapter is more comprehensive and realistic,
the relatively simple case in this section shows how satisfactory results can sometimes be attained
while using simplifications to avoid complicated modeling.

7.7.2 Case Study 2: Melting and Solidification of Paraffin in a
Spherical Shell from Forced External Convection

This latent TES case study models the charging and discharging processes inside an encapsulated-
paraffin latent TES sphere. Because of its complexity, the case is in some way a culmination of
the first four case studies in this chapter. The results are validated with experimental data, and the
model is subject to rigorous independence testing to ensure satisfactory behavior of the numerical
simulation. Then, several input and boundary conditions are considered to determine their impacts
on various performance criteria. A detailed discussion of the results is provided, along with a
description of the importance of the data obtained.

The case simulated is similar to that reported by Ettouney et al. (2005). A paraffin blend is
contained in a spherical, copper shell, and air is used as the heat transfer fluid. The paraffin is
heated until it completely melts and then cooled to solidification using a fan, which blows air at
10 m/s through a vertical glass tube containing the copper sphere. The experimental apparatus is
shown in Figure 7.31.

The glass column has a diameter of 20 cm and a height of 40 cm. The copper sphere, which is
suspended by a thin supporting rod, has an outer diameter of 3 cm and a copper wall thickness
of 1.2 mm, and is filled with a paraffin PCM. Thermocouples are located throughout the PCM
to record temperature variations and also to estimate the energy stored in the capsule during the
charging and discharging processes. Owing to the high velocity of the incoming air, heat transfer
from the glass column to the ambient environment is neglected.

During charging of the latent store, the air is heated to a specified temperature above the melting
point of the PCM, and the fan is used to force convective heat transfer to the sphere from the air.
During discharging, the inlet air has a temperature below that of the PCM, so that heat is removed
from it and solidification occurs.

Supporting
rod

To PC for data
processing Sphere

Air out

Thermocouples

Fan air in

Figure 7.31 Experimental apparatus used for the charging and discharging of the latent store using a forced
air flow, modified from Ettouney et al. (2005)
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The thermophysical properties used for the air and the PCM are taken for specified ranges from
Ettouney et al. (2005), and in cases where variations exist between the solid and liquid states
(e.g., density), the property is taken as the average of the two. Although this is not a precise
approximation, its use as a simplifying assumption reduces the cost of computation. The impact on
the results of this assumption is assessed subsequently.

The paraffin wax used as the PCM is thus assumed to have a constant density of 820 kg/m3, a
latent heat of fusion of 210 kJ/kg, and a melting temperature of 48.51 ◦C (321.66 K). Its specific
heat and thermal conductivity, taken as the average between solid and liquid states, are taken to be
2.5 kJ/kg K and 0.195 W/m K, while the viscosity of the paraffin wax in the liquid state is taken to
be 0.205 kg/m s. The air used as a heat transfer fluid has a density of 1.137 kg/m3, specific heat of
1.005 kJ/kg K, thermal conductivity of 0.0249 W/m K, and dynamic viscosity of 2.15 × 10−5 kg/m s.
The copper shell, in which the PCM is contained, has a FLUENT-defined density of 8978 kg/m3,
thermal conductivity of 387.6 W/m K, and specific heat of 0.381 kJ/kg K.

An analysis of the experiment of Ettouney et al. (2005) reveals an axis of symmetry, which can be
exploited to reduce the computational effort. Consequently, the cylindrical column in Figure 7.31 is
split into four quadrants, reducing the computational cost of simulation by 75%. This simplification
does not change the validity of the results, as shown subsequently, and lowers simulation times
significantly. The quarter-section considered of the physical domain, as created in GAMBIT, is
shown in Figure 7.32.

In addition to assuming axisymmetric properties along the cuts made to the original domain, a
number of other assumptions are also introduced to facilitate calculations. These include neglect-
ing kinetic and potential energy effects, including buoyancy, and assuming a zero-shear wall (see
Equation 7.8) for the symmetric walls in Figure 7.32. In addition, the outer walls, while exhibit-
ing no-slip wall conditions, are assumed adiabatic. Since the heat transfer fluid passes rapidly
through the volume, this assumption is both accurate and reasonable; it also simplifies modeling
procedures greatly.

Since the HTF experiences drastic pressure, velocity, and temperature gradients in regions near
the PCM capsule, the first step in the meshing procedure is to create a boundary layer on the
outside of the PCM face. Seven rows of boundary layer meshing are created, with the first layer at
a thickness of 0.2 mm and a growth factor of 1.3, resulting in a boundary layer thickness of about
0.35 cm. The cell density in this boundary layer is determined by the meshing of the copper shell.
Since this material connects the PCM to the HTF regions, a small mesh spacing here results in a
very small initial volume size in the boundary layer region. For this reason, a spacing of 0.2 mm

Figure 7.32 Wall grid volumes for the computational domain considered for a latent TES. The PCM capsule
volumes are shown in the darker center region
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(a) (b)

Figure 7.33 Views of the grid cell distributions, for (a) the axial, or flow, direction, and (b) the view of the
PCM/HTF cell distribution on the symmetric wall. Note that the view in (a) appears disproportional because
of the three-dimensional nature of the grid

is used in the copper region, resulting in 200 volumes for the shell, and the rest of the domain is
meshed using 1-cm spacing, resulting in 2048 and 29,616 volumes for the PCM and HTF regions,
respectively. Therefore, a total of 31,864 volumes are used for the domain in Figure 7.32. A close-
up view of the mesh volumes near the capsule region is shown in Figure 7.33, for lengthwise and
axial cross-sections of the grids. The views of the cell densities in Figure 7.33 clearly show that
large numbers of volumes are used in regions where computational accuracy is more important,
namely, in and around the copper shell.

Once the geometric creation from GAMBIT is loaded into FLUENT, the remaining steps in
the simulation setup are concerned with using the correct models, defining material properties,
monitoring data for performance calculations, choosing a suitable time step, and setting the residual
tolerances. Since these simulations involve phase change, the solidification/melting model is turned
on, with the material properties for air, copper, and paraffin as previously described entered. The
performance calculations in this case are more complicated than in the previous case studies in this
chapter, so the monitors include such quantities as liquid fraction (average), inlet pressure, outlet
pressure, temperatures within all domains, and heat flux to the PCM. These are explained in greater
detail when the performance criteria are defined.

The case study investigates the effects of variations in the inlet air temperature on the performance
of the system. In the study, four cases are considered: two charging and two discharging. For the
charging (melting) cases, the initial temperature of the PCM is set to a subcooled temperature 5 ◦C
below its freezing point (i.e., at 316.66 K), while the inlet air temperature is set to either 10 ◦C or
20 ◦C above the melting point (i.e., to 331.66 K and 341.66 K). The resulting performance values
help indicate which option is more efficient. For the discharging (solidification) cases, the initial
temperature is set 5 ◦C above the melting point (i.e., at 326.66 K) so that the PCM is completely
melted. As with the charging case, the inlet air temperatures are set between 10 ◦C and 20 ◦C
below the melting point (i.e., at 311.66 K and 301.66 K). The reference-environment temperature
for exergy calculations in all cases is taken to be 23 ◦C.

The residual tolerances for this case are set to the default values of 10−3 for the x, y, and z

velocities and continuity, and 10−6 for energy. The time step is determined to be most efficient
for simulating the processes when set to 1.0 s, for which the computational time ratio is about
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1:1. This case study includes independence testing in which variations are examined in simulation
progression when the time step and the grid size change. These discussions are presented in the
next section along with a validation of the model.

Validation of Numerical Model and Model Independence Testing

To validate the numerical model, conditions from Ettouney et al. (2005) are mirrored so that the
resulting temperature variations on the inner portion of the shell can be monitored and compared.
The experimental steps are as follows: Air enters the glass column at 60 ◦C and with a velocity of
10 m/s. The PCM capsule, initially at a temperature of 23 ◦C, receives heat from the hot air until
complete melting is achieved after 1120 s. Then, the air heater is removed and ambient air at 23 ◦C
is used to resolidify the PCM, which occurs after 760 s. The PCM temperatures are recorded with
thermocouples located just inside the copper shell at three locations: facing the flow direction, away
from the flow direction, and at the side of the sphere where the air moves the fastest. That is, the
thermocouples are located at the top, bottom, and side of the sphere as shown in Figure 7.31.

The FLUENT simulation is configured to match the above conditions, and the temperature
profiles at the thermocouple locations are monitored by selecting a point in the PCM domain and
recording the temperature in the corresponding volume or cell as time progresses. The resulting
temperature profiles are shown in Figure 7.34.

Differences between the numerical and experimental temperature profiles are likely because
of a number of factors, including contact resistance, effects caused by embedding thermocou-
ples in the PCM, and convection effects in the PCM. However, the solidification and melting
times, as well as the overall heat transfer rates, are important to this investigation, the purpose
of which is to determine heat transfer characteristics between the PCM and HTF and associated
performance criteria.

The time required for the PCM to completely melt is similar with both the experimental and
numerical approaches. Complete melting is detected in 600 s experimentally, while the numerical
approach quite accurately predicts complete melting in 615 s. A duration of 280 s is required to
completely solidify the PCM after solidification is initiated in the experimental unit. This value is
again in good agreement (within 1.5%) with the numerically obtained value of 285 s.

The similarities in the numerical and experimental results are encouraging and well within normal
acceptable errors when validating a numerical model such as the one considered here. With these
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Figure 7.34 Comparison of numerical temperature profiles at three locations in the sphere with the experi-
mental results from Ettouney et al. (2005), for the model validation
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results, the model can next be subject to grid size and time step validations, to improve confidence
in the performance data.

The grid size performance independence tests are presented first. In any numerical model, if the
results are to be taken as a realistic representation of actual behavior, the simulation results must
be shown to be independent of small changes in the structure of the computational volume. Here,
therefore, the mesh spacing is changed in the copper shell region, causing the spacing in the other
connected regions of the domain to change correspondingly. The cell density throughout the region
is varied so that more and fewer volumes are considered compared to the grid used in the base
performance analysis. The cell distribution in all three cases is shown in Table 7.1.

To determine the dependence of the overall results on the small changes in cell distribution,
simulations are performed using the same conditions as in the model validation tests in Figure 7.34,
and the variation of the liquid fraction inside the PCM with time is monitored. The resulting liquid
fraction variations are shown in Figure 7.35.

Since the liquid fraction is a good indicator of the heat transfer characteristics to and from the
capsules, it is taken here to be a sufficient gauge of the overall grid performance. From Figure 7.35,
it can be clearly observed that the changes in grid size have little impact on the overall solutions.
Hence, the chosen grid size and orientation are deemed adequate. In general, care must be taken
when initially choosing the cell distribution in a computational domain to ensure the model is not
only able to model physical scenarios well but also capable of passing grid independence tests.

The time step independence is now tested. In the present case, the time step is set to 1.0 s. The
dependence of the simulation progression on changes in time step can be evaluated straightforwardly

Table 7.1 Cell distribution for the three cases considered in the grid
independence tests for the sphere

Cell data Grid size

Small Base Large

Mesh spacing in copper shell (cm) 0.21 0.20 0.18
Mesh volumes in copper region 164 200 221
Mesh volumes in PCM region 1,523 2,048 2,313
Mesh volumes in air (HTF) region 27,775 31,864 33,238
Total volumes 29,462 32,312 35,772
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Figure 7.35 Liquid fraction as a function of time for the grid size independence tests for the sphere
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Figure 7.36 Liquid fraction as a function of time for the time step independence tests for the sphere

by altering the time step in the FLUENT controls, and monitoring the changes in liquid fraction
for the overall process. To illustrate, alternative time steps of 0.1 s and 2 s are considered, and the
resulting liquid fraction variations with time are shown in Figure 7.36.

The liquid fraction variations in Figure 7.36 correlate very well for all time steps considered,
suggesting that the step of 1.0 s used in the initial analysis is adequate. Although the smaller time
step of 0.1 s may permit a more accurate representation of the physical domain and phenomena,
the computational cost is increased tenfold, increasing the simulation time greatly and, depending
on the computer resources available, perhaps unreasonably. For the time step of 2 s, little differ-
ence is observed in the variation of liquid fraction while computational cost is severely decreased
but, although not shown here, it was found that increasing the time step beyond 2.0 s significantly
influenced the validity of results. This test shows the importance of choosing the time step appro-
priately. The selection of time step and grid sizes can serve as a useful tool for determining the
most computationally efficient scenario for any given problem.

With the model having been validated and passing time step and grid size independence testing,
the remainder of the analysis focuses on the performance criteria.

Performance Criteria

Since kinetic and gravitational potential energy effects are neglected, the energy balance for a
system undergoing either charging or discharging processes can be written as follows:

�Esys = Ein − Eout = Uin − Uout (7.65)

The change in energy of the system itself is comprised of the changes in energy of each material
within the domain, namely, the air, copper, and PCM (paraffin) regions:

�Esys = �Eair + �Ecopper + �Epcm (7.66)

The change in energy of the air and copper regions at any time can be calculated using the change
in volume-averaged temperature within each region:

�Eair = mairCair
(
T air − Tair,ini

)
(7.67)

�Ecopper = mcopperCcopper
(
T copper − Tcopper,ini

)
(7.68)

Owing to the complexities resulting from solid/liquid interfaces within the PCM, its energy change
is evaluated by monitoring the heat transfer from the copper to the PCM on the inner surface of
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the copper shell:

�Epcm =
t∫

0

Qwdt =
t∑

i=0

Qw,t (7.69)

The efficiency of the system in general differs for each process. First, we consider energy efficien-
cies. For the charging process, the purpose is to add heat to the PCM region. In other words, the
energy content of the PCM and copper shell regions is increased, while the energy input to achieve
this objective is the change in enthalpy from inlet to outlet of an HTF (air in the present case).

ηch = Eprod

Einput
= �Esys

Hin − Hout
= �Esys

Uin − Uout + V (pin − pout )
(7.70)

The term V (pin − pout ) can be written as follows:

V (pin − pout ) = ṁt

ρair

t∫
0

(pin − pout )dt = ṁt

ρair

t∑
i=0

(pin,t − pout,t ) (7.71)

During discharging, the purpose is to recover heat from the solidifying PCM, so that the total
enthalpy received from the capsule is the product energy content. The total energy obtained is the
change in energy of the PCM and its shell:

ηdc = Eprod

Einput
= Hin − Hout

�Esys
= Uin − Uout + V (pin − pout )

�Esys
(7.72)

The change in energy of the system is negative during the discharging process, and there is a
drop in pressure through the column. The energy efficiency varies between 0% and 100% for
both discharging and charging cases. Although the dependence of the evaluated parameters on the
progression time of the simulation is not written explicitly here, the energy and exergy efficiencies
are examined as the simulation time progresses.

The exergy performance criteria can be similarly examined. For charging or discharging pro-
cesses, the exergy balance can be expressed as follows:

��sys =∈in − ∈out −I (7.73)

Here, I denotes exergy destruction and includes exergy destroyed because of heat transfer and
viscous dissipation in the flowing fluid. The exergy balance excludes thermal exergy flows across
system boundaries, since the walls are assumed adiabatic. The exergy destruction can be determined
with an entropy balance:

I = T∞� (7.74)

where

�Ssys = Sin − Sout + � (7.75)

The change in entropy of the system is calculated as the summation of the changes in entropy for
each of its three components:

�Ssys = �Spcm + �Scopper + �Sair (7.76)

where

�Spcm = �Epcm

T m,pcm
=

t∑
i=0

Qw,t

T m,pcm
(7.77)
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�Scopper = mcopperCcopper ln

(
T m,copper

Tini

)
(7.78)

�Sair = mairCair ln

(
T m,air

Tini

)
(7.79)

The above expression for �Spcm presumes that no entropy generation occurs within the PCM.
Further, it is assumed that heat transfer to the PCM occurs at its mean temperature. The expressions
for �Scopper and �Sair assume incompressible fluid behavior and constant specific heats.

The difference between inlet and outlet entropy is dependent on the flow temperatures, so that
after time t the entropy difference is

Sin − Sout =
t∑

i=0

ṁCair ln

(
Tin

T out,t

)
(7.80)

To solve the exergy balance, the total exergy change of the system is needed at each time t . The
exergy balance depends on the change in energy of the system as well as the entropy change:

��sys = �Esys − T∞�Ssys (7.81)

With this information, the charging and discharging exergy efficiencies can be written analogously
to their energy counterparts:

ψch = ��sys

∈in − ∈out
(7.82)

ψdc = ∈in − ∈out

��sys
(7.83)

The energy and exergy efficiencies can now be assessed while the simulation progresses.
It is instructive to examine the nature of the irreversibilities, which are a result of viscous dissi-

pation within the fluid and heat transfer. The exergy destruction associated with viscous dissipation
can be expressed as follows:

Idissipative = T∞�dissipative (7.84)

The exergy destroyed via heat transfer during the melting and solidification processes can be written
as the difference between the overall exergy destruction I and the exergy destruction associated
with viscous dissipation:

Iht = I − Idissipative (7.85)

Results and Discussion

For the charging and discharging processes, many of the performance results as well as energy and
exergy quantities are presented here as a function of a dimensionless time t∗, defined as

t∗ = t

tsf
(7.86)

where tsf denotes the time for total solidification or melting.
The liquid fractions for solidification and melting are plotted against this dimensionless time in

Figure 7.37. In this figure, as noted previously, inlet air temperatures 10 ◦C and 20 ◦C above the
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Figure 7.37 Variation of liquid fraction for the charging and discharging cases with dimensionless time t∗,
for several inlet air temperatures

melting point (i.e., at 331.66 K and 341.66 K) are considered for the charging (melting) cases, while
inlet air temperatures 10 ◦C and 20 ◦C below the melting point (i.e., at 311.66 K and 301.66 K) are
considered for the discharging (solidification) cases. It is observed in Figure 7.37 that inlet air
temperatures, which are further removed from the phase change temperature, promote heat transfer
more readily between the air and the copper capsule, causing the liquid fraction to decrease more
rapidly for the solidification process and increase more rapidly for the melting process.

To illustrate the energy-related processes during charging and discharging, energy quantities for
each case are shown in Figures 7.38 and 7.39. These include the heat generated through viscous
dissipation, the energy stored during charging, and the energy recovered during discharging.

The heat generated through viscous dissipation for both the charging and discharging cases is
small compared with the stored and recovered energy quantities. This result is expected, since heat
generation through viscous dissipation is usually small compared to the input and recovered thermal
energy quantities in most TES systems. In this case study, the high velocity of the heat transfer
fluid (air) causes the heat generation through viscous dissipation to be somewhat larger than usual.
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Figure 7.40 Variation of energy and exergy efficiencies with dimensionless time t∗ for the charging process,
for two inlet air temperatures

Energy and exergy efficiencies are shown in Figures 7.40 and 7.41 for the charging and dis-
charging cases, respectively. Note that there are no external heat losses from the system shown
in Figure 7.31, so the energy efficiencies accounting for only external energy losses are always
100%. In this case study, the heat generated through viscous dissipation, which is relatively small,
is assumed unrecoverable and thus treated as an energy loss. Hence, the energy efficiencies are
somewhat less than 100%. The exergy efficiencies in Figures 7.40 and 7.41 are discussed further
after the various exergy quantities (destroyed, stored, and recovered) are presented.

Energy efficiency varies with dimensionless time as observed because the stored and recovered
energy quantities in the initial stages of the simulations are high because of the good heat transfer
characteristics of the copper shell. The shell’s high thermal conductivity permits it to convey heat
readily when t∗ < 0.1. As t∗ increases, the paraffin must be heated or cooled to its fusion temper-
ature, so little heat storage or retrieval occurs until melting or solidification begins. Heat storage
or retrieval further increases the energy efficiency until t∗ ≈ 0.6, where a maximum is realized
(although the efficiency is fairly constant for t∗ > 0.3). The existence of this energy efficiency
maximum can be attributed to the superheating of the paraffin liquid state (or supercooling of the
solid state), which reduces heat transfer significantly. Since the energy stored or retrieved is slightly
curtailed, the energy efficiency decreases.
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Figure 7.41 Variation of energy and exergy efficiencies with dimensionless time t∗ for the discharging process,
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0

10

20

30

40

50

60

70

E
xe

rg
y 

(J
)

Dissipated, T = 331.66 K
Stored, T = 331.66 K
Destroyed, T = 331.66 K
Dissipated, T = 341.66 K
Stored, T = 341.66K
Destroyed, T = 341.66 K

0 0.2 0.4 0.6 0.8 1
t*

Figure 7.42 Variation with dimensionless time t∗ of exergy stored, destroyed via viscous dissipation, and
destroyed via heat transfer during charging, for two inlet air temperatures

Another important observation in Figures 7.40 and 7.41 is that the energy efficiencies are higher
for inlet air temperatures that lead to lower solidification or melting times. Inlet air temperatures that
decrease the simulation time also decrease the energy loss, thereby increasing the energy efficiency.

To explain the behaviors of the exergy efficiencies, the quantities of exergy destroyed, stored, and
recovered are shown in Figures 7.42 and 7.43. Two primary exergy destruction mechanisms occur,
and both are considered: exergy destruction as a result of irreversibilities associated with viscous
dissipation (referred to as dissipated ) and exergy destruction due to irreversibilities associated
with heat transfer (referred to as destroyed ). This use of “dissipated” and “destroyed” is followed
throughout the remainder of this case study.

The variations in exergy quantities with time for the charging and discharging cases are note-
worthy. A complex balance exists between the magnitudes and modes of exergy destroyed and
recovered (or stored), which affects the exergy efficiency. The balance suggests multiple interpreta-
tions of the most efficient scenario. The main factors involved are the entropy production associated
with the two irreversibilities: viscous dissipation and heat transfer.

In Figures 7.42 and 7.43, the largest exergy quantity is the destroyed exergy due to heat trans-
fer, followed by the stored (recovered) exergy, and then the exergy destruction due to viscous
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Figure 7.43 Variation with dimensionless time t∗ of exergy recovered, destroyed via viscous dissipation, and
destroyed via heat transfer during discharging, for two inlet air temperatures

dissipation. This finding suggests that the temperature of the inlet air is an important factor when
optimizing charging or discharging processes involving latent encapsulated PCMs. Note that when
the inlet air temperature is further removed from the solidification temperature, the exergy destruc-
tion associated with heat transfer increases. However, since reducing the difference between the
inlet air temperature and the PCM solidification temperature raises the charging/discharging time,
the exergy destruction due to viscous dissipation is greatly increased in this instance, which reduces
the exergy efficiency.

The destroyed exergy due to heat transfer and viscous dissipation, as well as the overall destroyed
exergy, after solidification or melting is shown in Figure 7.44 for each air inlet temperature case.

An important inference from the results is that efficiencies increase as inlet temperatures are
lowered for the discharging case and are raised for the charging case. This result can be attributed
to the increased viscous dissipation in the computational domain as the air speed used to charge or
discharge the capsule rises. Note that in most cases the heat transfer fluid used in macroencapsulated
paraffin PCMs is not air, but rather a glycol-based refrigerant (for cold storage) or water (for warm
storage). These fluids have advantageous thermophysical properties (e.g., relatively high specific
heats), heat transfer characteristics, and low costs. Thus, the results of the current case study are
most meaningful when a high pressure head is present during charging or discharging.
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Figure 7.45 Energy and exergy efficiencies at the completion of the overall storage process, for all inlet air
temperature cases

In most other packed-bed analyses, the irreversibility associated with heat transfer usually is
responsible for the dominant exergy loss. For example, consider the detailed TES investigation by
MacPhee (2008) of the charging and discharging efficiencies over a wide range of inlet temperatures,
flow rates, and geometries, including spherical, cylindrical, and slab capsules. The capsules are
situated in a packed bed of similar capsules, and an ethylene glycol solution is the heat transfer
fluid. The results indicate that all processes are more efficient at lower inlet velocities, which
decreases the exergy destroyed due to viscous dissipation (rendering it almost negligible). As a
result, the dominant exergy loss is the exergy destruction due to heat transfer, and this quantity
decreases as inlet temperature approaches the solidification temperature.

For higher inlet velocities of the heat transfer fluid, the results suggest that it may be more efficient
to consider inlet temperatures, which achieve solidification or melting more quickly, to decrease
exergy destruction via viscous dissipation. This result could be useful for understanding TES using
microencapsulated packed beds or any medium that normally experiences a high pressure drop in a
flowing heat transfer fluid. Nonetheless, the irreversibility associated with heat transfer is likely to be
of major importance for any space heating or cooling applications. This irreversibility is reduced
when the two materials exchanging heat are at similar temperatures. When larger temperature
differences exist, entropy generation and exergy destruction are greater. In most cases, like those
reported by MacPhee (2008), it is beneficial in terms of efficiency to keep the inlet temperature
close to the fusion temperature of the PCM.

The overall energy and exergy efficiencies after the solidification or melting processes are com-
pleted are shown in Figure 7.45.

An important outcome of this case study is the demonstration provided of the usefulness and
versatility of exergy analysis. From an energy perspective, only heat generation through viscous
dissipation is considered a loss (and usually even this is not treated as a loss), resulting in very high
overall efficiencies. In Figure 7.45, exergy efficiencies are contrasted with their energy counterparts.
The lower magnitudes of the exergy efficiencies reflect more accurately and comprehensively the
actual efficiency of the TES system.

Since exergy analysis provides a detailed understanding of system performance and efficiency
as well as the exergy destroyed and its breakdown by cause, the method allows designers to test
different options and determine performance trends, ultimately facilitating system enhancements
and optimization.

Extension to Other Geometries

An advantageous aspect of TES numerical simulation is that once the numerical scheme is validated
and found to be independent of grid and time step changes, it can be applied to a range of similar
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applications. For the present case study, for instance, alternative geometries can be investigated
to determine the most beneficial configuration of the PCM capsule. Further, the effect could be
examined by varying physical properties and the inlet temperature and flow rate of the heat transfer
fluid. Here, the effect of geometry variation is examined.

Two alternative capsule geometries are considered: cubic and cylindrical. Performance data are
obtained for these cases and compared to those for the spherical capsule. The PCM volume is
fixed at the same value for all geometries, and the quantities of energy and exergy stored and
recovered are determined. For all cases, the capsule contains the same paraffin PCM, has the same
shell material and thickness, and undergoes one charging and one discharging process. The inner
length of the cubic capsule is therefore 2.225 cm and the outer length is 2.465 cm. The inner height
and diameter for the cylindrical capsule are set to be equal, so the inner diameter (and height) is
2.411 cm, while the outer diameter (and height) is 2.651 cm. The grid meshing is developed in a
similar manner as for the spherical capsules, with similar grid sizes and a higher density on the
capsule outer surfaces.

After the geometries are properly created and segmented, the same simulation procedures are
performed as for the spherical element. To properly compare the new geometries, one charging and
one discharging process is simulated for each element, with the inlet temperature for charging and
discharging set to 341.66 K and 301.66 K, respectively. The inlet air velocity is fixed at 10 m/s,
while the initialization temperature in the PCM and copper regions for the charging and discharging
case are 316.66 K and 326.66 K, respectively. Consequently, performance comparisons can be made
for the spherical, cubic, and cylindrical cases.

The overall energy and exergy efficiencies are shown in Figure 7.46 for the three cases. Note
that the overall efficiencies are obtained by multiplying the charging and discharging efficiencies.

The cylindrical capsule attains the highest efficiency from both energy and exergy perspectives.
This result is due to a number of factors, most of which are more readily explained once the modes
of exergy destruction are considered, as is done in Figure 7.47.

The exergy destruction values in Figure 7.47 can explain the overall efficiencies by separating
the destroyed exergy by cause. First, the exergy destroyed due to viscous dissipation is greatest in
the cubic capsule. This observation is expected based on aerodynamic considerations since a cubic
capsule has the most drag of the three geometries and creates higher velocity gradients, especially
at the edges. The spherical capsule experiences much lower dissipated exergy, while the lowest
amount is experienced by the cylindrical capsule. Owing to the higher surface area to volume ratio
of the cylindrical capsule, it experiences lower charging and discharging times, and as such realizes
less total dissipation.

The energy efficiencies in Figure 7.46 indicate that the cylindrical capsule achieves the highest
energy efficiency, followed by the spherical and cubic capsules.
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Figure 7.46 Overall energy and exergy efficiencies for charging and discharging for the three storage capsule
geometries
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Figure 7.47 Exergy destroyed for several storage capsule geometries by viscous dissipation (DISS), heat
transfer (HT), and their combination (TOTAL)

The exergy destruction due to heat transfer is greatest for the spherical capsule, followed by
the cylindrical and cubic capsules. The spherical capsule realizes the largest exergy destruction
due to its poor heat transfer characteristics. The other geometries have higher surface areas and
thus transfer heat more efficiently. When overall exergy destruction is considered, however, the
cylindrical capsule is observed to be preferable, followed by the cubic and spherical capsules.
These results are reflected in the exergy efficiencies, as greater exergy destruction results in
lower efficiencies.

This brief assessment demonstrates the versatility of numerical simulations and supports their
use in similar studies. Provided proper validation and independence tests are completed, a model
may be run for other cases in lieu of experimentation. However, a more detailed analysis is required
in this particular case before generalizations can be inferred about performance when geometry and
heat transfer fluid flow conditions are varied.

Closure for Case Study 4

This latent TES case study addresses the charging and discharging of a paraffin wax storage
contained in a copper shell, which is suspended in a glass column, while air is used as a heat
transfer fluid to transfer heat convectively to and from the capsule. The inlet air velocity is set at
10 m/s, and four inlet air temperature cases are investigated: 341.66 K and 331.66 K for charging
and 311.66 K and 301.66 K for discharging. The solidification temperature of the paraffin wax is
321.66 K, and trials are conducted until the liquid fraction reaches 1 in the charging case and 0 in
the discharging case. Energy and exergy efficiencies, as well as the different modes of losses, are
obtained as a function of time.

Before simulation data can be used reliably, a detailed model validation must be conducted.
This validation demonstrated the accuracy of the numerical procedures. In addition, time step
and grid size independence tests showed that the model provides an accurate representation of
real-world scenarios.

The results indicated that energy analysis is incomplete and misleading for assessing TES losses.
For the charging cases, the processes have energy efficiencies of 93.4% and 95.4% for inlet temper-
atures of 311.66 K and 301.66 K, respectively. The corresponding exergy efficiencies are 36.0% and
35.8%, indicating that the charging process is much less efficient than indicated considering energy.
The lower efficiencies are due to the decreased exergy content of the PCM storage compared to
its energy content, as well as the increased losses from two modes of entropy generation: viscous
dissipation and heat transfer.
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For the discharging processes, the inlet temperatures are 331.66 K and 341.66 K, respectively,
and the corresponding energy efficiencies are 93.8% and 95.6%, while the corresponding exergy
efficiencies are 35.2% and 39.8%. The differences between energy and exergy efficiency values for
the discharging processes mirror those for the charging processes.

Following the spherical geometry simulations, two more geometry cases (cylindrical and cubic)
are considered to assess their performances with identical PCM volumes. The cases demonstrate
the versatility of numerical simulation and show the cylindrical capsule to have the highest overall
energy and exergy efficiencies because of a smooth profile and a high surface area to volume ratio.

Although exergy destruction due to viscous dissipation is a major loss in all cases considered
here, it is observed for most sensible or latent TES systems that viscous dissipation is not the major
source of irreversibility. Viscous dissipation is important for quickly moving flows. Designers can
use exergy analyses to perform detailed optimization and improve efficiency.

This case study is intended to give the reader a good understanding of the modeling, validation,
testing, and simulation procedures necessary for all numerical simulations of latent TES. It is hoped
that the four case studies considered to this point in this chapter allow the reader to conduct TES
case assessments typical of those used by industry today. By using the techniques presented here
in sensitivity or parametric analyses, optimization or loss minimization schemes can be realized
relatively straightforwardly and inexpensively.

7.8 Illustrative Application for a Complex System: Numerical
Assessment of Encapsulated Ice TES with Variable Heat
Transfer Coefficients

Encapsulated ice storage systems are an effective type of TES in part because they have a large
heat transfer area per unit storage volume, resulting in higher heat transfer rates. Such latent TES
systems and the phase change that takes place within them in the PCM capsules are the focus of
this illustrative application.

An average heat transfer coefficient is commonly used for heat transfer analysis, whether analyt-
ical or numerical, in encapsulated ice TES systems. In reality, the heat transfer coefficient changes
along the flow path since the fluid flow around capsules is not hydrodynamically and thermally
developed. In most instances, consequently, the results deviate significantly compared to experi-
mental data. More accurate heat transfer coefficients and correlations are thus desirable, and are
obtained in this illustrative application by simulating a series of 120 numerical “experiments” for
encapsulated ice TES systems, considering various capsule diameters, mass flow rates, and temper-
atures of the heat transfer fluid. Changes in the heat transfer coefficient along the flow path are thus
taken into account, avoiding the need to use the average heat transfer coefficients for encapsulated
TES. We compare the numerical results with experimental data.

Only the charging process is examined in this section, which is adapted from a recent investigation
(Erek and Dincer, 2009).

7.8.1 Background

Modeling and analytical assessments of latent TES systems have been reported for some time, as
have experimental studies. More recently, latent TES systems have been investigated numerically,
and often verified with experimental data. Some of these are reviewed here, as they pertain to this
illustrative application.

Numerical assessments of many types have been reported for TES. Tao (1967) presented a
numerical method, using constant values of heat capacity and thermal conductivity for the solid
region and a constant heat transfer coefficient, for solidification inside both cylindrical and spherical
containers. Shih and Chou (1971) describe an iterative method for predicting solidification in
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spherical capsules, while Ismail and Henriquez (2000) apply a finite difference approximation and
moving-grid approach to solidification in a spherical container. Ismail et al. (2003) numerically
assessed heat transfer during the solidification of water inside a spherical nodule, and discussed
the effect on solidification time and rate of container size and material and flow parameters. A
numerical investigation of inward solidification of a PCM encapsulated in cylindrical and spherical
containers yielded a correlation that expresses the dimensionless total solidification time in terms
of Stefan number, Biot number, and a superheat parameter (Bilir and İlken, 2005). Kousksou et
al. (2005) used a two-dimensional porous-medium approach to describe the effect of storage tank
position and the flow pattern inside a tank containing spherical capsules.

Various experimental TES assessments have also been reported. Eames and Adref (2002) exper-
imentally investigated the heat transfer characteristics for water in spherical elements during TES
charging and discharging processes and introduced a method to measure interface position during
solidification. Chen et al. (1999) examined experimentally the nucleation probability of supercool-
ing, that is, cooling the contained liquid (water inside capsules) to below its freezing point prior
to solidification and investigated the effect of different factors on the nucleation behavior. This
information is important since encapsulated containers can be subject to supercooling, which can
occur in fully discharged containers and reduces the heat transfer rate at the beginning of charging,
but which can be significantly reduced by the addition of nucleating agents. Chen et al. (2000)
examined the thermal behavior of an encapsulated cold TES during charging for varying inlet
coolant temperatures and flow rates. An investigation of the thermal characteristics of paraffin wax
in a spherical capsule during freezing and melting showed that the average heat transfer coefficient
around capsules is affected by the inlet and initial temperature and Reynolds number more during
melting than freezing due to the effect of natural convection during melting (Cho and Choi, 2000).

Numerical TES assessments often use experimental data for verification purposes. For instance,
numerical and experimental investigations of the heat transfer characteristics associated with phase
change in a horizontal cylindrical capsule containing a paraffin wax PCM demonstrated that melting
is mainly governed by the Stefan number (Regin et al., 2006). Also, Bedecarrats et al. (1996)
introduced a model that accounts for supercooling and investigated experimentally and numerically
the energy storage in a tank filled with PCM encapsulated in spherical capsules.

7.8.2 System Considered

The encapsulated ice TES considered is shown in Figure 7.48. The TES system consists of a
cylindrical tank of height H and diameter Dinf and contains PCM spherical capsules. The tank is
completely insulated and the PCM, which is pure water, is homogenous and isentropic. The thermal
behavior of the TES system is investigated numerically for the charging process, in which a cold
heat transfer fluid flows over capsules and the PCM in the capsules solidifies. Solidification begins
at the capsule surface and moves toward the center with time.

7.8.3 Modeling and Simulation

The modeling of the heat transfer for the ice TES is described, along with assumptions and sim-
plifications. Also, the numerical simulation process is explained, including initial and boundary
conditions and the simulation procedure employed.

Assumptions

The following assumptions are considered in the numerical model:

• The temperature in the tank changes mainly along axial direction with time.
• Heat transfer within the container is dominated by conduction in the radial direction.
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• The heat flux is isotropic over the PCM capsule area.
• Natural convection in the tank is negligible.
• Thermophysical properties of the container wall and the heat transfer fluid are independent of

temperature.
• Thermophysical properties of the PCM in the solid and liquid phases differ.

Heat transfer

Since such a three-dimensional and time-dependent system is difficult to model and analyze
numerically, the system is simplified using symmetry surfaces. The resulting system includes four
quarter-sphere capsules and the heat transfer fluid around them, as shown in Figure 7.49. This
three-dimensional view is utilized in the numerical simulation. Assuming that heat loss from the
system is negligible, the heat transfer equation for the heat transfer fluid can be expressed as

ερf cf

∂Tf

∂t
+ ρf cf u

∂Tf

∂x
= ∂

∂x

(
εkf

∂Tf

∂x

)
+

q0
capsule

VCV

(7.87)

where q0
capsule represents the heat transfer from the capsules to the heat transfer fluid. As seen

in Figure 7.49, the fluid around the four quarter-capsules is taken as the control volume. This is
done because the discretization of Equation 7.87 is simpler. The assumption of constant surface
temperature and temperature distribution in only the radial direction leads to heat conduction inside
the capsules. Heat transfer between the heat transfer fluid and the PCM inside the capsules can be
determined using the following analogy:

q0
capsule = Ts,i − Tf,i

Rt,cond + Rt,conv

m, Tin

Figure 7.48 Physical model of ice TES system
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Tf,i + 1

Tf,i − 1

Tf,i, node temperature of CV

Figure 7.49 Segment of ice TES system used for numerical simulation

Here, Rt,cond and Rt,conv represent thermal conduction and convection resistances, respectively.
After substituting these terms, this expression can be written as

q0
capsule = Ts,i − Tf,i

1

hπD2 + 1

2πk

(
1

Di

− 1

D

)

Rewriting Equation 7.87 in the dimensionless form,

εCf

∂θf

∂Fo
+ Cf Ref Prf

∂θf

∂X
= αl

αf

∂

∂X

(
εKf

∂θf

∂X

)
+

q ′′′
capsule

Dkf (Tm − Tin)
(7.88)

The heat transfer can then be written in dimensionless form as

qcapsule = π
(
θs,i − θf,i

)
1

Nuf

+ Kf

Kw

(
tw

1 − 2tw

) (7.89)

Note that the relation between qcapsule and q0
capsule is qcapsule = q0

capsule

/
Dkf (Tm − Tin). The Nusselt

number Nuf is obtained using CFD. Details on the numerical analysis are given in the next section.
To link the heat transfer between capsules and the heat transfer fluid, the heat transfer equation for

the PCM capsules must be solved. The heat transfer equation in the spherical capsules is described
by a temperature transforming method using a fixed-grid numerical model (Cho and Choi, 2000).
In this method, it is assumed that phase change occurs over a temperature range from Tm − δTm

to Tm + δTm. This approach can also be used to simulate the solidification process occurring at
a single temperature by taking a small range of phase change temperature, 2δTm. Where water is
used as the PCM, there is a quick transition from solid to liquid and the value of the dimensionless
semirange phase change temperature, δθm, is taken as 0.001.

The dimensionless heat transfer equation for the PCM in the capsules can be written as

∂(Cθ)

∂Fo
= αl

αf

1

R2

∂

∂R

(
KR2 ∂θ

∂R

)
− ∂S

∂τ
(7.90)
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where

C = C(θ) =




Csl θ< − δθm Solid

1

2
(1 + Csl) + 1

2Steδθm

−δθm ≤ θ ≤ δθm Mushy

1 θ>δθm Liquid

S = S(θ) =




Cslδθm θ< − δθm Solid

1

2
δθm (1 + Csl) + 1

2Ste
−δθm ≤ θ ≤ δθm Mushy

Cslδθm + 1

Ste
θ>δθm Liquid

K = K(θ) =




Ksl θ< − δθm Solid

Ksl + (1 − Ksl) (θ + δθm)

2δθm

−δθm ≤ θ ≤ δθm Mushy

1 θ>δθm Liquid

Initial and Boundary Conditions

The initial and boundary conditions can be written as follows:

• Initial condition (Fo = 0):

At 0 ≤ R ≤ Ri, θ = θi

• Boundary conditions (Fo > 0):

At R = 0,
∂θ

∂R
= 0

At R = Ri,−K

(
∂θ

∂R

)
R=Ri

= q ′′
capsule

Physical Behavior

The phase change process of solidification of water inside a capsule involves four stages (Chen et
al., 1999, 2000). The first stage, sensible heat extraction, is the process from the initial stage to
the subcooling state before water nucleation occurs. The second stage, dendritic ice formation, is
the process from the start of nucleation to the completion of dendritic ice formulation. The other
two stages are latent heat transfer and sensible heat transfer in the solid. Since the time interval
of the second stage is relatively small, the modeling of this stage is difficult. Here, the growth of
ice crystals is not taken into account and the first two stages are combined into a sensible heat
extraction process for liquid water.

The one-dimensional conduction equation is written for the PCM inside a capsule, and the effect
of natural convection that takes place inside the encapsulated liquid PCM is taken into account
using an effective thermal conductivity, as given elsewhere (Lacroix, 1993). The effective thermal
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conductivity denotes the ratio of total heat transfer rate to heat transfer rate by conduction, and is
expressible as

Keffective = Nu

Nucond
(7.91)

Limited studies have been reported on natural convection inside an encapsulated PCM. Here, the
Nusselt number correlated experimentally by Ettouney et al. (2005) for a capsule during melting
and solidification is used.

Numerical Solution Procedure

The temperature distribution inside the problem domain is calculated by solving the heat transfer
equations expressed by Equation 7.90. The solution procedure used for these energy equations is
a control-volume approach described elsewhere (Patankar, 1980). The thermal conductivity K is
calculated by a harmonic mean method at the control surface; the thermal conductivity for any
control surface Kn results in

Kn = 1
1 − fn

KP

+ fn

KN

(7.92)

where the interpolation factor fn is defined as

fn =
1

Rn

− 1

RN

1

RP

− 1

RN

(7.93)

Here, the subscripts P and N denote control-volume nodes and n denotes the control surface.
A semi-implicit solver (Ettouney et al., 2005) is employed for solving the discretized heat transfer

equations. CPU time is greatly reduced for a single iteration using this solver, which requires less
storage than other solvers (e.g., the Gauss–Seidel iteration method). Since the energy equation
for the PCM is a nonlinear heat conduction equation, iterations are needed during each time step.
For a given time step, convergence is deemed at iteration k + 1 when

∣∣∣θk+1
i,j − θk

i,j

∣∣∣ ≤ 10−6. The
numerical results are then verified by testing the resulting predictions for independence relative
to grid size, time step, and other parameters. The grid size used for the solution is 200 (radially)
for each capsule with a time step �t = 0.1 s. Furthermore, the overall energy balance is checked
during the calculation process to verify the numerical results. At a time step, the change in energy
storage in the PCM and container wall must equal the total energy supplied by the heat transfer
fluid as follows:

τ∫
0

Pef Cf (θb,out + 1)dτ =
N∑

k=1

Ri∫
R=0

4πR2(H − Hi)dR (7.94)

Here, H = C × T + S represents the total enthalpy of the control volume. The left side of Equation
7.94 represents the thermal energy supplied by the heat transfer fluid and the right side the thermal
energy stored in the encapsulated PCM. In the calculation procedure, the numerical deviation
between the two sides of Equation 7.94 is less than 1%.
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7.8.4 Numerical Determination of Heat Transfer Coefficients for
Spherical Capsules

In this section, we examine the variation in heat transfer coefficients using the simplified physical
model in Figure 7.49. The heat transfer fluid flows past four quarter-spherical capsules that are
kept at a constant temperature of 273.15 K for each segment. The side walls are taken along planes
that are symmetric regarding heat transfer. At the inlet, fluid with a constant mass flow rate ṁ

and a temperature Tin enters the TES system at a constant speed u0. The flow is assumed to
be developing and steady. Here, ethyl alcohol is taken as the heat transfer fluid. This selection
allows the results obtained from the numerical analysis to be compared with experimental data
provided by Chen and Yue (1991). In calculating the heat transfer coefficient, the density, thermal
conductivity, and dynamic viscosity of the heat transfer fluid are assumed linear or a second-order
polynomial, depending on temperature. Thermophysical properties of the heat transfer fluid are
given in Table 7.2 and of the capsule wall and PCMs in Table 7.3.

The primitive volume mesh for the FLUENT CFD program used to obtain solutions is constructed
with the aid of the GAMBIT program. Along the entire system, 20 separate zones for each capsule
zone and an additional two zones for the inlet and the outlet are formed, as illustrated in Figure 7.49.
These allow specification of uniform velocity for the inlet and outflow for the outlet. For each
simulation, nearly 650,000 tetrahedral cells are used.

Table 7.2 Properties of heat transfer fluids

Heat transfer Temperature, Density, Specific heat, Thermal Thermal Dynamic
fluid T (◦C) ρ(kg m−3) cp(J kg−1 K−1) conductivity, diffusivity, viscosity,

k(W m−1 K−1) α(m2 s−1) µ(Pa.s)

Ethyl alcohol −10 838.6 2253 – 1.053 × 10−7 0.0030
−15 842.9 2209 0.199 1.069 × 10−7 0.0034
−20 847.3 2149 – 1.093 × 10−7 0.0038

Ethylene
glycol
(40%)

−5 1068.3 3384 0.389 1.08 × 10−7 7.18 × 10−3

−10 1069.6 3367 0.383 1.06 × 10−7 9.06 × 10−3

−15 1070.9 3351 0.377 1.05 × 10−7 11.7 × 10−3

Table 7.3 Properties of capsule wall and PCMs

Material Phase Density, Specific heat, Thermal Thermal Enthalpy
ρ(kg m−3) cp(J kg−1 K−1) conductivity, diffusivity, change,

k(W m−1 K−1) α(m2 s−1) �H (J m−3)

Capsule wall:
polyethylene

Solid 940 1900 0.35 1.96 × 10−7 –

PCM:
n-tetradecane

Liquid 765 2100 0.211 1.31 × 10−7 175.2 × 106

Solid 803 1800 0.273 – –
PCM: water Liquid 999.8 4217 0.561 1.33 × 10−7 333.5 × 106

Solid 916.8 2040 2.2 – –
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For the heat transfer fluid, the continuity, momentum, and energy equations follow:

∂

∂xi

(ρui) = 0

∂

∂xi

(ρuiuj ) = − ∂P

∂xi

+ ∂τij

∂xj

+ ρgi + Si

∂

∂xi

(ρuih) = ∂

∂xi

(k
∂T

∂xi

)

Here, ρ denotes density, ui velocity component in the i direction, p static pressure, gi gravitational
acceleration in the i direction, k thermal conductivity, T temperature, and t time. Also, xi is a
cartesian coordinate and τij is a stress tensor. Viscous heating is not taken into account since it is
negligibly small.

The numerical solution is obtained using FLUENT 6.0 software. The governing equations for
internal flow and heat transfer around the spherical capsules are solved with the control-volume
method introduced by Patankar (1980). The SIMPLEC algorithm of Doormaal and Raithby (1984)
is used to solve the coupling between velocity and pressure.

7.8.5 Heat Transfer Coefficients and Correlations

The variation of the heat transfer coefficient around the spherical capsules along the flow path is
examined. The three-dimensional model shown in Figure 7.49 is applied for four capsule diameters
(D = 40, 60, 70, and 80 mm). All capsules have a wall thickness of 1 mm. To focus better on heat
transfer coefficient around the capsules, their surface temperature is taken to be constant as a result
of the heat transfer fluid around them.

Heat Transfer Coefficients

A series of 120 numerical “experiments” are performed to calculate the heat transfer coefficients
for various capsule diameters, mass flow rates, inlet heat transfer fluid temperatures, and capsule
layers, as summarized in abbreviated form in Table 7.4. Numerical results are provided only
for capsule diameters of 40 mm and 80 mm in this table. The heat transfer coefficient is seen to
decrease markedly along the downstream flow. Furthermore, the heat transfer coefficient decreases
as capsule diameter increases, as inlet temperature increases (or the temperature difference,
Tm − Tin, decreases), and as mass flow rate decreases.

Velocities

Velocity vectors along the centerline are plotted in Figure 7.50, which shows that the flow char-
acteristics around the capsules are different since the flow is developing. The heat transfer fluid
enters the system with uniform velocity and the centerline velocity increases downstream, as is the
case with internal flow in a channel. This observation supports the contention that the heat transfer
coefficient changes along the flow path.

Correlations

The 120 numerical datasets are used to correlate the heat transfer coefficient via nonlinear regression
using SPSS 10. The following correlation is developed by Erek and Dincer (2009) for the heat
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transfer coefficient:

NuX = 0.726(Re Pr)0.360
(

T

TS

)−20.094

X
−450.656

Re.Pr (7.95)

Here, the correlation coefficient obtained for this correlation is high, at R2 = 0.950. The numerical
data are plotted with correlation curves for comparison in Figure 7.51. It is seen that the correlation
agrees well with the data, as almost all numerical data falls between the correlation curves for
Pe = 500 and Pe = 15, 000. Since the exponent of the axial direction coordinate X is a function of
the Peclet number, where Pe = Re Pr, two correlation curves are shown for two Peclet numbers,
representing the lower and upper limits for the numerical data.

Table 7.4 Numerically obtained parameters and heat transfer coefficients for two capsule outer diameters at
various capsule rows

Capsule outer Mass flow Inlet temperature
diameter (mm) rate (kg/s) (◦C) Heat transfer coefficient (W/m2 K)

Row 1 Row 2 Row 3 Row 5 Row 10 Row 20

40 0.003 −5 59.65 36.20 32.19 26.33 16.49 7.56
40 0.003 −10 118.32 72.18 64.17 52.43 32.84 15.05
40 0.003 −15 175.85 107.74 95.70 78.11 48.92 22.41
40 0.003 −20 232.04 142.64 126.56 103.17 64.61 29.58
40 0.005 −5 76.18 50.59 45.92 39.07 26.76 14.66
40 0.005 −10 150.97 100.48 91.31 77.72 53.28 29.22
40 0.005 −15 224.21 149.44 135.92 115.68 79.37 43.58
40 0.005 −20 295.68 197.25 179.47 152.70 104.82 57.59
40 0.010 −5 99.53 74.08 68.99 61.50 47.17 31.76
40 0.010 −10 197.33 146.87 137.01 122.22 93.83 62.61
40 0.010 −15 293.32 218.23 203.79 181.88 139.66 94.19
40 0.010 −20 387.29 287.87 269.01 240.13 184.36 124.54
40 0.050 −5 151.28 134.39 131.98 126.55 115.48 98.75
40 0.050 −10 300.22 265.36 260.48 249.94 228.26 196.10
40 0.050 −15 446.62 393.02 385.66 370.11 338.24 292.27
40 0.050 −20 590.39 517.57 507.63 487.04 445.13 384.99
80 0.003 −5 20.20 11.35 9.58 7.32 4.00 1.33
80 0.003 −10 40.30 22.77 19.14 14.59 7.95 2.63
80 0.003 −15 60.23 34.15 28.61 21.74 11.80 3.89
80 0.003 −20 79.88 45.39 37.91 28.72 15.55 5.10
80 0.005 −5 26.92 16.18 14.05 11.29 6.89 2.92
80 0.005 −10 53.45 32.33 28.04 22.48 13.70 5.81
80 0.005 −15 79.51 48.33 41.85 33.51 20.41 8.64
80 0.005 −20 105.01 64.05 55.39 44.28 26.94 11.40
80 0.010 −5 37.90 25.61 22.85 19.48 13.43 7.29
80 0.010 −10 75.12 50.87 45.46 38.74 26.74 14.53
80 0.010 −15 111.58 75.66 67.69 57.66 39.83 21.67
80 0.010 −20 147.15 99.88 89.42 76.11 52.60 28.64
80 0.050 −5 65.19 55.26 51.96 48.75 42.11 33.30
80 0.050 −10 129.05 109.05 102.60 96.39 83.44 66.34
80 0.050 −15 191.66 161.50 152.01 142.95 123.85 98.90
80 0.050 −20 253.04 212.63 200.22 188.35 163.20 130.64
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To further confirm the results, we validate this correlation using experimental data from the
literature. Chen and Yue (1991) proposed a correlation based on experimental data and numer-
ical results for the heat transfer coefficient around spherical capsules. Kunii and Suzuki (1967)
obtained time-averaged internal heat transfer coefficients by matching experimental measurements
and theoretical results of the temperature profile for a coolant. Wakao et al. (1979) correlated heat
transfer data published earlier for axial fluid thermal-dispersion coefficients. The corrected data for
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Reynolds numbers ranging from 15 to 8500 are correlated by an analogous form of mass corre-
lation. Figure 7.52 compares the heat transfer coefficient obtained with the correlation determined
here and from other studies (Chen and Yue, 1991; Wakao et al., 1979). Satisfactory agreement is
observed between the results in this figure.

The physical validity of the mathematical model is inspected by comparing it to predictions
using experimental data. Cho and Choi (2000) determined the temperature variations inside and
on the surface of a spherical capsule filled with n-tetradecane, along the centerline of the storage
tank. To validate the numerical model with experimental data from Cho and Choi (2000), the
numerical code is tested for the same geometrical and operational parameters and the same PCM
(n-tetradecane), heat transfer fluid (40% aqueous solution of ethylene glycol), and container material
(polyethylene). Properties for these materials are listed in Tables 7.2 and 7.3. The comparison of
numerical results and experimental data from Cho and Choi (2000) is given in Figure 7.53(a)
and (b). Although the present numerical model does not consider sensible storage in the container
wall or supercooling, there is still good agreement between the numerical results and experimental
data. A sharp decrease in the center temperature is more emphasized with the numerical analysis,
as is also observed elsewhere (Ismail et al., 2003). This decrease occurs at the end of solidification.

Effect of Other Parameters

The variation of the local heat transfer coefficient along the flow path is significant, indicating
that it should not be treated as constant. Figure 7.54(a) and (b) demonstrate clearly the importance
of the x-dependent heat transfer coefficient. The variation of time (dimensionless) for complete
solidification of each capsule for different Reynolds and Stefan numbers is shown in Figure 7.54(a)
for the first layer of capsules and in Figure 7.54(b) for the seventh layer. The solidification time is
not sensitive to variations in Reynolds number for the first capsule, but becomes very sensitive for
the seventh capsule. Hence, the effect of inlet heat transfer fluid temperature and Stefan number on
the solidification time is important for the two cases. Solidification time appears to be independent
of capsule diameter.

The variation of the time-dependent heat transfer rate with capsule layer is shown in Figure 7.55
for Re = 20 and Re = 60. As expected, the variation of the heat transfer rate along the flow path
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Figure 7.54 (a) Variation of dimensionless time for complete solidification with capsule diameter for several
values of Reynolds and Stefan numbers, for first capsule layer (b) Variation of dimensionless time for complete
solidification with capsule diameter for several values of Reynolds and Stefan numbers, for seventh capsule
layer
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is more marked at lower Reynolds numbers. The heat transfer rate varies little along the flow path
for high Reynolds numbers. But increasing the Reynolds number increases the heat transfer rate.

The effect of Reynolds and Stefan numbers on the heat transfer rate is illustrated in Figure 7.56
for the case of a 60-mm diameter capsule. The heat transfer rate is observed to increase as Reynolds
number increases and heat transfer fluid inlet temperature decreases. The effect of Stefan number
is more significant than that of Reynolds number.

The total energy stored as a function of time for several Reynolds and Stefan numbers is shown
in Figure 7.57 for a 60-mm diameter capsule. As Reynolds number and Stefan number increase,
the total charging time decreases. Note that the total stored energy increases with Stefan number
at the end of charging due to sensible heat gains.

7.8.6 Closing Remarks for Illustrative Application for a Complex
System

Numerical simulation has been applied to develop a heat transfer coefficient correlation that varies
along the flow path for heat transfer around a spherical capsule in a cold TES. A validation
shows that the correlation demonstrates good agreement with experimental data from the literature.
Numerical analysis of the heat transfer behavior of an encapsulated ice TES system is performed
using a temperature-based fixed-grid solution with a control-volume approach. The results show that

• the effect of varying heat transfer coefficient on the heat transfer is significant and should be
considered;

• the heat transfer rate increases as Reynolds number increases and heat transfer fluid inlet tem-
perature decreases; and

• the solidification process is primarily dependent on Stefan number, capsule diameter, and capsule
row number.
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7.9 Concluding Remarks
The usefulness of numerical modeling and simulation in TES applications has been demonstrated
in this chapter. By considering heat transfer and thermodynamic analyses of sensible and latent
TES systems, numerical simulations can provide meaningful insights into system behavior and the
magnitudes of system losses.

Common practices for creating computational volumes using commercial software have been
described, along with the significance of the number of volumes and the size of each. While
care must be taken to ensure that a discretized volume behaves as expected, the grid should not
overburden the computational algorithm with too much information. Hence a balance is sought
between computational cost and complexity. A similar trade-off is required when choosing a time
step size. An extremely small time step increases accuracy but increases computational cost greatly.
Thus, an important factor in establishing a numerical simulation is to ensure the time step and
discretization schemes are adequate for accuracy, but not overly complicated.

We have described and discussed fluid flow, which forms the basis of CFD codes, and the
Navier–Stokes and continuity equations that must be solved in numerical TES simulations. The
associated energy equations, including in some cases viscous dissipation, have also been described
to provide a more complete understanding of the phenomena occurring in sensible and latent
TES systems. An overview is included of the correct data monitoring processes for thermodynamic
analyses, which are important for understanding efficiencies and losses, and which can be formulated
on first- and second-law bases.

Four case studies are presented in this chapter, including two sensible and two latent TES
cases. A commercial computational heat transfer and fluid dynamics software package, ANSYS
FLUENT, is used. The cases incorporate various models including viscous dissipation, natural
convection, and phase change. For all cases, the geometric construction and discretization of the
domain into finite volumes is discussed, and simulation procedures are explained in detail. The
results for all cases are examined, using FLUENT visualization tools where beneficial. Factors
affecting performance criteria are explained. The fourth case study contains information about the
validation and independence tests that a numerical study must satisfy. All simulations were run on
a modest computer in a reasonable amount of time, and each gave insightful information into the
operation of many TES systems and their components. The case studies provide examples that may
prove useful for similar systems. In addition, an illustrative application for a more complex system
is provided, which involves a numerical assessment of an encapsulated ice TES with variable heat
transfer coefficients.

Numerical modeling and simulation of TES systems is relatively simple to perform and much less
expensive than corresponding experimental investigations. The benefits of modern numerical prac-
tices are significant, since they decrease experimental costs and often provide enhanced information
on the losses occurring in TES systems. Numerical investigations facilitate system optimization, and
are likely to become increasingly important in the future, with the expected increase in long-term
global demand for energy resources.

Nomenclature

A area, m2

c, C specific heat, J/kg K; dimensionless volumetric heat capacity (C0/(clρl))
Csl ratio of solid–liquid volumetric heat capacity (Cs/Cl)
D capsule outer diameter, m
Fo Fourier number (αf t/D2)
⇀
f wall facet
⇀g gravitational force vector
h specific enthalpy, J/kg
h′ latent enthalpy portion, J/kg
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H enthalpy, J; dimensionless enthalpy
I destroyed exergy, J
k thermal conductivity, W/m K
K dimensionless thermal conductivity (k/kl)
Ksl ratio of solid–liquid thermal conductivity (ks/kl)
L latent heat of fusion, J/kg
m mass, kg
Nu Nusselt number
p static pressure, Pa
p average static pressure from monitors, Pa
Pef fluid Peclet number (Ref Prf )
Prf fluid Prandtl number (νf /αf )
q heat flux, W/m2

q0 heat transfer rate, W
q dimensionless heat transfer rate (= q0/(αl�HD))
Q heat transfer, J; dimensionless total stored energy (= Q0/(�HD3))
Q0 total stored energy, J
r radial coordinate, m
R dimensionless radial direction (r/D)
Ri dimensionless inner radius

Ref fluid Reynolds number

(
ρ.u.D

µ

)
Res residual error
s specific entropy, J/kg K

S entropy, J/K; dimensionless source term

(
S0

ρl.cl (Tm − Tin)

)
S0 source term

Ste Stefan number

(
ρscs(Tm − Tin)

�H

)
t time, s

tw dimensionless wall thickness of capsules

(
(D − Di)

2D

)
t∗ dimensionless time
T temperature, ◦C or K
T average temperature from monitors, K
u x-portion of velocity, m/s
U internal energy, J
v y-portion of velocity, m/s
V volume, m3
⇀
V velocity vector
w z-portion of velocity, m/s
W work, J
X exergy of heat transfer, J; dimensionless axial direction (x/D)

Greek and Special Symbols

α thermal diffusivity, m2/s
ρ density, kg/m3

δθm dimensionless semi phase change temperature range (δTm/(Tm − Tin))

θ dimensionless temperature

(
(T − Tm)

(Tm − Tin)

)
�H latent heat of PCM, J/m3
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� viscous heating term
µ dynamic viscosity, kg/m s
β volumetric expansion coefficient, K−1

γ dummy variable
� entropy production
� exergy, J
∈ flow exergy, J
∞ reference environment
φ liquid fraction
η energy efficiency
ψ exergy efficiency
τ dimensionless time (αf t/D2)
ν kinematic viscosity, m2/s

Subscripts

0 reference state
1 initial state
2 final state
air air region
b boundary heat interaction temperature
c center
ca center value at cell “a”
cb center value at cell “b”
ch charging
copper region filled with copper
CV control volume
dc discharging
dissipative viscous dissipation
f facet value; transfer fluid
ht heat transfer
i initial
in inlet
inf outside of the thermal storage tank
ini initial
input input quantity
insulation insulation region
j heat interaction j

l latent; liquid PCM
latent phase change
m mass-weighted; mushy phase
nb neighboring
ns no-slip wall region
out outlet
pcm paraffin phase change material region
prod product quantity
s slip wall region; solid PCM; inner surface
source source terms
t time
v volume-weighted
w wall; container wall or surface
water water region
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Acronyms

CFD computational fluid dynamics
FEM finite element method
FVM finite volume method
HTF heat transfer fluid
PCM phase change material
SIMPLE semi-implicit method for pressure-linked equations
TES thermal energy storage
VOF volume of fluid model
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Study Questions/Problems
7.1 How can numerical simulation help identify that energy-saving opportunities are offered by TES?

7.2 In many numerical schemes, most notably in finite difference schemes, the Courant number v =
u(�t/�x) is an important nondimensional parameter when discussing both stability and accuracy



Numerical Modeling and Simulation of Thermal Energy Storage Systems 411

of a numerical method involving advection. For a one-dimensional application to TES systems,
where u is the velocity, �t is the time step, and �x is the nodal distance between points, for what
values of v would you expect the method to be stable or unstable? Why?

7.3 In the case study in Section 7.5.1, natural convection is investigated by simulating the cooling of
a hot water storage tank. Based on the resulting efficiencies, what would you expect to happen if
the temperature of the water were increased or decreased? Discuss several other possible storage
tank geometries and their expected relative performances.

7.4 What are the three main criteria for ensuring accuracy when modeling the physical domain in a
numerical scheme for TES applications? Discuss how these criteria are addressed in each of the
case studies in this chapter.

7.5 The Peclet number Pe = V L/α is a measure of the ratio between advection (convection) and
diffusion for a particular problem, where V is the fluid velocity, L is the characteristic length, and
α = k/ρCp is the thermal diffusivity. What is the Peclet number for the HTF in the case study in
Section 7.5.2? What is the Peclet number for the HTF in the case study in Section 7.7.2? Should
either conduction or advection be neglected in either case?

7.6 Try to recreate the case study in Section in 7.4.1, using commercially available CFD software.
Comment on the relationship between your results and the ones found in Figures 7.2 and 7.3.

7.7 In encapsulated ice thermal energy storage systems, porosity rate is the most important parameter
affecting the maximum storage rate. The capsules may either be installed staggered or aligned in
the direction of flow in the TES system.

(a) Calculate the porosity rate for the two arrangements.
(b) If the capsules are initially in the liquid phase at the phase change temperature Tm and at the

end of the storage period are in the solid phase at the heat transfer temperature T∞, determine
the maximum thermal storage rate per unit volume with respect to the porosity rate.

7.8 A nondimensional representation of governing equations makes it easier to solve equations in
numerical methods. The energy equation for an encapsulated ice TES can be written as

ερf cf

∂Tf

∂t
+ ρf cf u

∂Tf

∂x
= ∂

∂x

(
εkf

∂Tf

∂x

)
+

q0
capsule

VCV

Using the nondimensional parameters

X = x

D
, τ = αf

t

D2
,K = k

kl

, C = ρcp(
ρcp

)
l

, α = k(
ρcp

) , Pe = uD

αf

, θ = T − Tin

Tm − Tin

obtain the following nondimensional expression:

εCf

∂θf

∂τ
+ Cf Pef

∂θf

∂X
= αl

αf

∂

∂x

(
εKf

∂θf

∂X

)
+

q ′′′
capsule

Dkf (Tm − Tin)

7.9 The Nusselt number is a dimensionless temperature gradient on a surface and determines the
convective heat transfer rate from that surface. For an encapsulated ice TES system, the Nusselt
correlation is obtained as

Nux = 0.726 (RePr)0.36
(

Ti

Ts

)−20.094

X
−450.656

RePr

For Ti/Ts = −10 and X = 0 to 20, show the variation of Nusselt number for three Peclet numbers
(Pe = 500, 1000, and 10,000) on the same graph, noting that Pe = Re Pr. Discuss the effect of
the Peclet number on the Nusselt number.
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7.10 In the overall design process of a thermal system, the convective heat transfer rate is generally
determined by the mean Nusselt number (Nu), rather than the local Nux . For the parameters given
in Problem 2, obtain an expression for Nu.

7.11 A spherical capsule filled with water at a temperature T0 is put in a refrigerated bath to observe
the inward phase change process. The refrigerated bath consists of ethylene glycol at a constant
temperature Tf . The bath provides a constant temperature around the capsule, and convection
occurs at the interface with a heat transfer coefficient h. Assuming that the phase change process
can be assumed to be one-dimensional for this scenario,

(a) obtain the appropriate dimensionless governing equation and boundary conditions; and
(b) determine using numerical methods the surface temperature of the sphere, the solid/liquid

interface position, and the total stored energy, all as a function of time.

To h, Tf

7.12 In the case study in Section 7.8, it is emphasized that the heat transfer rate decreases and the
required time for full solidification of the capsules increases as one moves downstream. What
arrangements could be made in the system to achieve an almost uniform solidification for each
capsule, and thereby have a more homogeneous storage? Conduct a detailed investigation, including
a literature survey, on this topic.



8
Thermal Energy Storage Case
Studies

8.1 Introduction
Thermal energy storage (TES) systems have been employed to cool buildings since Roman Imperial
times, when snow was raced from the mountains to provide short-term cooling in sweltering villas.
In the early part of the industrial era, natural ice was used in theaters to cool the stage and portions
of the audience. Air was blown over a pit full of ice to remove heat. With the advent of commercial
air-conditioning equipment in the 1930s, some engineering practitioners used chilled water storage
to supplement cooling and downsize compressors. Advances in manufacturing and an abundance
of inexpensive power often encouraged designers and owners to rely on direct cooling equipment.
These systems were cost-effective but consumed energy at the peak period of the day (when it was
typically generated with oil). The 1973 oil embargo radically altered energy prices and perceptions
of energy availability in the world. Many policies were developed that encouraged the use of TES to
shift demand to evening and other off-peak hours (when nuclear and coal were the primary fuels for
electrical generation). Electric utilities were encouraged to promote TES systems through rebates,
design assistance, and demonstration. Now, TES finds use for heating and/or cooling purposes in
a variety of applications.

Space heating using electric thermal storage has been used extensively in Europe and North
America. The storage media include ceramic brick, crushed rock, water, and building mass, and
systems can be either room or centrally based. Many improvements have been introduced in the
past few years, including new phase-change materials (PCMs) for latent heat storage that have
recently become available commercially.

Cold storage using ice, water, or eutectic salts as the storage media is widely applied where
summer cooling requirements are high. It is also used in Europe, often in combination with heat
recovery and hot water storage, and in Australia, Canada, Korea, Japan, Taiwan, and South Africa.

TES can be installed in both residential and commercial buildings, and can be cost-effective.
Results from many of the monitored projects demonstrate payback periods of less than 3 years.
If time-of-use tariffs exist, electricity costs to the consumer can be reduced by shifting the main
electrical loads to periods when electricity prices are lower. If demand charges are implemented, a
shifting or spreading of the load can reduce these significantly. To be effective, each storage system
must be sized and controlled to minimize electricity costs.

Benefits from TES use also accrue to electricity utilities. The shifting of loads to off-peak periods
not only spreads the demand over the generating period but may also enable output from the more
expensive generating stations to be reduced.

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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Worldwide, there are many electricity-utility programs promoting the use of storage technolo-
gies – many of them are part of the demand-side management programs. Such programs can greatly
influence the economic feasibility of installing thermal storage through offers of financial rebates
for equipment, information programs, or special electricity rates for consumers.

In this chapter, a wide range of case studies are presented to illustrate the benefits, as well as
drawbacks, of TES. The cases consider applications from the commercial and institutional building
sector, industry, and groups within the utility sector representing electricity generation and district
heating and cooling (DHC). The case studies illustrate the full context in which a given TES
opportunity is viewed, rather than examining the TES in isolation. The types of TES represented
by the case studies include both

• cold TES, using ice, chilled water, and PCMs; and
• heat TES, using both sensible and latent storage techniques.

The material presented here, based on actual applications, is drawn from various sources, for
example, company reports and catalogs. In this regard, for the most part, the presentation and
wording from the original sources is used to permit the views of the original writers to be provided.

8.2 Ice CTES Case Studies

8.2.1 Rohm and Haas, Spring House Research Facility, PA

In 1992, the manager of facilities and engineering, and the maintenance and utilities manager,
Rohm and Haas, Spring House Research Facility, requested an in-depth energy review of the entire
facility, considering both long- and short-term goals. The purpose of the study was to identify
various ways to reduce electrical costs and optimize chilled water usage. The original chiller plant
was built 32 years ago with 1200 ton-hour installed capacity and served two buildings. By 1987,
the plant had grown to 4000 ton-hour installed capacity and served 13 buildings. The last research
building was added in 1987. By 1990, the available cooling capacity at peak ambient conditions
could barely meet the peak demand. Setting the supply chilled water temperature to 7.2 ◦C from
10 ◦C and hydraulically rebalancing the entire system permitted Rohm and Haas to meet cooling
demands. Thus, more time was gained, permitting operation for the following 2 years; even 1991,
which had unusually high ambient peak temperatures, presented only minor problems. This time
allowed for a total re-evaluation and review of the chilled water plant, which uses almost 50% of
the total electric demand. Therefore, an energy utilization study was done in 1992.

Scope of the Project

Rohm and Haas was concerned with the environmental impact of the refrigerant that was to be
used for cooling, since additional refrigeration capacity was required. The existing four chillers’
refrigerant is either CFC-11 or R-114, which mandated replacement. Another concern was the ever-
increasing electric summer peak demands, largely derived from the chillers and their auxiliaries,
with the corresponding increase in operating cost.

Many options were evaluated, including absorption refrigeration, high-efficiency centrifugal
chillers, and cogeneration. After investigation and evaluation, a TES system was chosen, which
produces ice during off-peak hours and, if elected, chilled water during the peak hours. The selec-
tion was reached based on the capability to shave in excess of 50% or more of the electric peak
demand resulting from operating the chillers and auxiliaries.

Peco Energy, the electric company serving Spring House, has a cold thermal energy storage
(CTES) rider, which reduces the peak demand hours from 12 to 10 Monday through Thursday and
6 on Friday. In addition, the peak demand for each peak month is averaged, and this results in a
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lower annual peak billing demand. This provision is valid provided that the total cooling demand
is reduced by 50% or more (preliminary results obtained during June and July 1995 indicate a
reduction of about 70%).

In February 1994, Frank V. Radomski & Sons, Inc., a general contracting firm, was selected,
and began preliminary engineering and cost estimate activities. By September 1994, all engineering
services were selected and all major equipment vendors were chosen. In September 1994, the project
was put on a fast track with strict scheduling and cost control, and construction commenced. The
plant went into successful operation at the beginning of June 1995, exceeding all the peak demand
shaving requirements during June and July.

The goal was to reduce peak electrical demand by a minimum of 1.6 MW. The payback calcu-
lations were based on 2.0-MW peak demand shaving and 10-month operation. An average peak
demand shaving of about 2.3 MW, a 15% increase over the 2.0-MW design value, was achieved.
All project aspects, including project management, architectural, electrical and mechanical design
and engineering, and plant operation, were coordinated. All final decisions were open to review and
solved cooperatively. This approach led to a well-designed, architecturally attractive addition to the
utility plant, and the research facility began operation on time with a minimum of field changes
and operating problems.

Description of the System

The ice CTES system selected for the facility was an ice harvester-type system. A weekly load-shift
strategy was incorporated in the system design to shift electric cooling load from the peak hours to
the less expensive evening and weekend off-peak hours. The system consisted of four Mueller 250
ton-hour evaporators mounted on top of a rectangular poured-in-place concrete ice water storage
tank. Completely assembled units were shipped to the plant.

The system was chosen over other TES technologies for the following reasons:

• the flexibility to optimize the system’s efficiency under various load conditions;
• the ability to operate as a chiller as well as an ice maker;
• the ability to maintain consistent low water temperature from the ice storage, thus providing lower

water temperatures to the existing air-handling units. This allows an increase in heat transfer and
compensates for increased loads for some of the units and thus saves in replacement costs.

American Industrial Refrigeration (AIR) supplied the assembled high-side refrigeration package
system, including a four-cell evaporator condenser furnished by Evapco, two-screw compressor
packages, and a PC-based control system was supplied by Freezing Equipment Sales, Inc. (FES).
The control system includes the integration and programming of the ice system’s controls, compres-
sor package controls, refrigeration system controls, and the ice and chilled water system controls.

This system is enclosed in an insulated double-wall enclosure, 12.8-m long by 8.5-m wide.
The refrigeration high-side package, including all electrical switchgear, wiring, and pipe insulation,
was completely fabricated at AIR’s shop facilities. The work also included the installation of the
compressor packages. The system was trucked from Minnesota to the Rohm and Haas plant site.
The package was designed and built to be split into two halves and reassembled at the job site.
The structure was designed to support the evaporative condensers, which were shipped directly
in two packages. The condensers were installed and piped at the job site, using a preassembled
structural steel catwalk assembly and piping. The on-site construction time for the assembly of
these packages and evaporative condenser was 4 weeks. The refrigeration system is an HCFC-22
liquid recirculation system with a capacity of 1280 t of refrigeration during the ice-making mode
and 1720 t of refrigeration during the water-chilling mode.

The goal of the project to reduce energy consumption economically was considered throughout
the project. For example, the compressor packages were provided with oversized oil separators and
suction valve assemblies to reduce pressure losses and allow operation at higher suction pressures



416 Thermal Energy Storage

and lower discharge pressures. Thermosyphon oil cooling was selected for further economy of
operation. The system utilizes the economizer cycle available on screw compressors. A flash-type
economizer vessel is used to subcool the HCFC-22. The flash gas goes to a sideport connection on
the screw compressor. This further increases the overall efficiency of the system. The evaporative
condenser was oversized to allow overall operation at lower condensing temperatures. All equipment
was selected with zero negative performance allowance. All electric motors were selected for high
efficiency. The evaporator fan motors and one of the chilled water pumps have variable speed drives.

All operating functions are automatically controlled by the PC-based control system, which
controls the ice harvesters and the water-side system. Compressors, condenser fans, condenser
water pumps, refrigerant pumps, and control valves can all be operated on local control. In addition
to its general features, such as dual pressure relief valves and high- and low-level alarms, the
refrigeration high-side package also includes refrigerant detectors and an oxygen detector. All of
the alarm signals are sent to the control system for operator display and acknowledgment.

The ice water storage tank includes a spray distribution system at the top of the tank to provide
for an even melting of the ice. This produces low temperatures at the suction header. The suction
channel is a 0.457 by 0.457 m formed channel in the bottom of the tank. This channel is covered
by a 0.0127-m galvanized plate that has perforations to draw water evenly across the bottom of
the tank. The mechanical equipment room is located between the ice storage tank and the existing
utility building and is 7.62 by 24.38 m and 7-m high. Located in the mechanical equipment room
are three ice water pumps nominally rated at 0.157 m3/s each, circulating ice water through a single
plate-type heat exchanger rated for 0.466 m3/s and 9.5 ◦C or 4625 ton-hour back to the ice harvesters.
There are also three chilled water pumps rated at 0.157 m3/s. One of the chilled water pumps has
a variable speed drive. The electrical switchgear is located on the second floor.

The ice water storage tank is an above-ground concrete tank, poured in place to hold more
than 45,000 ton-hour of latent cooling. The tank’s nominal internal dimensions are 27.5-m long
by 18.3 m with a usable height of 6.7 m. The tank floor is 0.3-m thick and the walls are 0.46 m.
Galvanized structural steel, fully welded to wall channels, is anchored to the 0.46-m concrete tank
walls. The tank top is designed to support the four 250 t/h harvester-type evaporators and two future
evaporators. The tank interior is coated with a commercial industrial membrane, which is liquid
applied urethane coating. All masonry exposed walls are insulated with 0.076 m of polyisocyanurate
insulation and 0.1 m of split face block exterior. The roof insulation has 0.076 m of polyisocyanurate
insulation with 0.46 by 0.46 m concrete pavers for ballast.

Further information on this project may be obtained from Kent (1996).

8.2.2 A Cogeneration Facility, California

Combustion gas turbines are constant-volume engines for which shaft horsepower is proportional
to the combustion air mass flow. Engine output improves if the air temperature is depressed at
the compressor inlet to increase the air density. When a combustion turbine generator is used in
a power plant, increased engine output increases the electrical generating capacity. That is the
concept presented in this case study of an inlet air chilling system installed in a cogeneration plant
in California. The plant also uses a TES system with the inlet air chiller to optimize the plant’s
economic performance.

The facility considered here is a 36-MW gas turbine topping cycle cogeneration plant that began
commercial operation in November 1991, producing electricity for sale to a regulated utility and
generating steam for sale to an enhanced oil recovery operation in a local oil field.

The plant operates all year at base load. The summer season is when power sales are most
valuable. The plant makes almost 80% of its electrical revenues between May 1 and October 31,
yet the plant power output is substantially reduced by the high ambient temperature. Inlet air chilling
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with TES was installed at the facility to increase output during critical peak hours in the summer
when maximum unit performance is required.

The chiller/TES system consists of a mechanical vapor-compression refrigeration cycle driving
an ice harvester that is operated in the evening hours to stockpile ice in a TES tank. Chilled water
from the tank is circulated through cooling coils at the gas turbine air inlet during the heat of the
day to increase the plant’s electrical output.

Plant Description

The plant’s prime mover is a single-combustion gas turbine. It is an industrial-frame unit of
single-shaft design driving a synchronous generator through a load gear. The compressor is of the
17-staged, axial-flow type with variable-inlet guide vanes. The turbine is three staged and is designed
for an 1104.5 ◦C firing temperature. It has 10 combustion chambers arranged in can-annular design
and, in this application, is fired on natural gas with nitrogen oxide (NOx) combustors for emission
control. A heat recovery steam generator (HRSG) captures the 542.7 ◦C waste heat from the turbine
exhaust to generate 61.6 MW of 75% quality steam for enhanced oil recovery. In new and clean
conditions, the unit is rated for 36.24 MW gross output at the generator terminals with ambient air
at ISO conditions (dry-bulb temperature 15 ◦C; relative humidity, RH, 60%). Approximately 1 MW
is used for the plant’s station light and power requirements. At the rated output, 132.4 m/s of air is
consumed by the engine.

Inlet-Chilling Concept

Electric power is sold to the utility under the terms of a purchase agreement. This agreement rec-
ognizes peak periods when high consumer demand places a premium value on generating capacity.
Peak period occurs on weekdays from noon to 6 p.m. from May 1 through October 31 each year.
During these periods, central California temperatures exceed 37.77 ◦C and air-conditioning units
create the highest demand for power.

The power purchase agreement is structured so that the utility pays an energy payment for every
kilowatt-hour delivered, a capacity payment for delivering power at no less than 85% of a dedicated
firm capacity level, and a bonus payment based on how well the plant meets the remaining 15%
of the dedicated firm capacity during peak hours. No bonus is earned on kilowatt-hour delivered
above the dedicated firm capacity. The dedicated firm capacity level was set by a test of plant
output at the time commercial operation began. That was, as it happened, in winter months when
cool temperatures and the new and clean condition of the unit allowed a 35.5-MW dedicated firm
capacity level to be set.

The gas turbine air-inlet system was originally equipped with an evaporative cooler to reduce
inlet dry-bulb temperature. With the evaporative cooler operating at 85% effectiveness on a typical
35 ◦C day with 20% RH, the net output of the plant is at “best” 34 MW. Further reduction of
output occurs because of unit degradation, for example, the effect of fouling, erosion, corrosion,
and foreign object damage that inevitably degrades performance by reducing compressor airflow.
Typically, such degradation will advance very rapidly during the first 2 or 3 years of operation to
as much as 6% of output capability. Hence, performance of the plant would not meet the 35.5 MW
dedicated capacity level, and was subject to the loss of a large share of potential bonus revenue.

To compensate for temperature and degradation effects, inlet air chilling was installed at a design
temperature of 5.5 ◦C. In addition to increased output, chilled inlet air improves the gas turbine
heat rate. The net plant heat rate is lowered when additional station power is used to generate ice
at night, but the effect is almost completely mitigated by the heat rate improvement when chilling.
Overall, net plant output with inlet air chilled to 5.5 ◦C during peak hours now satisfies the dedicated
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capacity level. Operating points are indicated for typical summer peak ambient conditions (35 ◦C,
20% RH) with and without evaporative cooling and with chilling.

Design Considerations

For the turbine generator, inlet air chilling is limited to 5.5 ◦C. Inlet air temperatures that were
any lower at a nearly saturated condition could cause icing at the compressor inlet, resulting in
damage to the engine. As air enters the bell mouth of the axial compressor, the velocity increases.
Air enthalpy is transformed to kinetic energy in an adiabatic process as the velocity increases. Air
at 5.5 ◦C accelerated to 106.7 m/s results in an approximate −12.2 ◦C drop in temperature, to 0 ◦C.
With this limitation in mind, three types of inlet air chilling were considered: direct mechanical
refrigeration, absorption refrigeration, and TES.

The overall effect on net power produced for each scheme is shown in Table 8.1. Direct mechan-
ical refrigeration consists of a vapor-compression refrigeration system to chill inlet air to 5.55 ◦C
during the peak hours, without TES. This system has the added benefit of chilling capability during
all hours of the day. Furthermore, there is a 1300-kW penalty associated with running the refrig-
eration compressor while chilling. The compressor load penalty would lower the net plant power
output during peak hours. The plant would not meet 35.5 MW with 5.5 ◦C inlet air if an additional
1300-kW station load were subtracted from the net output. Furthermore, compared to TES, the
installed refrigeration capacity required for direct refrigeration would be three times larger. Direct
refrigeration would have to be sized to deliver the full instantaneous chilling duty for a turbine
generator. With TES, the chilling duty for 6 h is accumulated and stored over 18 h, thus reducing
the refrigeration required by a factor of 6/18, or one-third the size required for direct refrigeration.

Absorption refrigeration (e.g., a lithium bromide system) was considered. It would have required
modifying the existing HRSG to provide low-pressure steam to drive the absorption system, thereby
avoiding the power penalty associated with a direct mechanical refrigeration system. A drawback,
however, is that there is no cooling water available at the site. A closed-loop cooling system would
have been required, with the heat rejected to the air with an aerial cooler. As a result, during peak
hours when the ambient temperature is above 32.22 ◦C, it would be difficult to chill the inlet air
below 10.5 ◦C. This system would not maximize power output during peak hours.

TES was selected because it allows power output to be maximized during peak hours. The TES
configuration allows operation of the refrigeration system when the value for power is lowest. In
turn, the refrigeration system is turned off during peak hours to minimize station load, and inlet
chilling is accomplished with the stored energy. The size of the refrigeration equipment is optimized
with TES, since it is allowed 18 h of operation to store only 6 h of chilling capacity. The method of
TES with ice was evaluated against cold water and cold brine storage. The latent heat of fusion for
ice, 333.8 kJ/kg, substantially reduces the mass required to store energy, providing a more compact
and economical system. After ice storage design considerations, such as air space and circulating
water space, are accounted for, the volume required to store a given amount of energy with ice is
about one-fifth the volume required to store an equivalent amount of energy with liquid. With ice

Table 8.1 Plant performance data with inlet air cooling options

Ambient conditions Evaporator cooler Direct mechanical Absorption TES
(30 ◦C, 20% RH) (85% efficiency) refrigeration refrigeration

Inlet air (◦C) 21.1 5.5 10.5 5.5
Gross power (MW) 34.7 38.8 37.3 38.8
Station power (MW) 1.0 2.3 1.0 1.0
Net power (MW) 33.7 36.5 36.3 37.8
Heat rate (Btu/kWh) 11,190 10,900 10,980 10,900

Source: Hall et al. (1994).
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storage, chilled water can be consistently supplied to the inlet air coil at 0 ◦C to 1.2 ◦C, whereas if
storing chilled liquid, the temperature of the liquid gradually increases during the 6-h-per-day use
cycle, creating a transient heat-transfer problem at the air inlet.

System Design Basis

Weather data was analyzed to design the system. The inlet air chiller coil is designed to cool the
inlet air for an average peak temperature condition of 35 ◦C and 20% RH. This corresponds to a
duty of 4.73 MW. Under these conditions, the refrigeration system will not totally replace the ice
melted during a 6-h peak period overnight; however, the storage tank is sized for a 5-day weekly
chilling cycle. The ice will be nearly depleted by the end of the week, but by operating over the
weekend, the tank can again be filled with ice for the following week’s cycle. The system was
not designed to fully accommodate extreme weather conditions of more than 37.7 ◦C with greater
than 15% RH, which only periodically occur at the site. Under these conditions, the system may
be operated to chill inlet air to a point above 5.5 ◦C in order to maintain enough ice storage to
last the week. The extra ice storage capacity, or refrigeration tonnage, necessary to accommodate
extreme conditions was deemed too costly for optimum economic return on investment.

Another option, reducing the size of the refrigeration equipment to a capacity of 300−350 t,
was considered. With this scenario, an ice storage tank 1.7 times larger than that selected would
be required. The savings in the size of the refrigeration equipment did not offset the cost of the
increased storage. For this reason, as well as for fear of ice/water distribution problems in a tank
of this size, this option was not selected.

Inlet Air Chiller Coil Design

The inlet air coils (Figure 8.1) were required to fit up to the existing inlet air-filter house for the
gas turbine. This required a configuration that would add no new structural load, which could
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compromise the integrity of the existing structure. The design of the coils was also required to
minimize the airflow pressure drop.

The resultant design was in three sections of horizontal tube bundles, with each bundle having a
tube length of 8.12 m. The bundles are aluminum finned tubes with a diameter of 3.175 cm; the fin
diameter is 6.35 cm with five fins per centimeter. Tubes are arranged four deep in a triangular pitch
with 176 tubes per bundle. Each bundle is set in a galvanized steel framework that mounts on a
concrete ring wall built around the outside perimeter of the inlet housing. The coils are supported
by the ring wall on the front and sides of the filter house. Aluminum sheet metal was installed along
the back of the filter house and between the coil housings and the filter house to prevent airflow
from bypassing the coils. The coil arrangement allowed for ease of installation and a minimum
reconfiguration of the existing plant. Pressure loss across the coils is only 1.27 cm H2O because of
the low air velocity. There was concern about placing the coils upstream of the inlet air filters when
chilling below the dew point, since this would expose the filters to possible carryover of condensed
water droplets from the coils. Carryover has not proved to be a problem; condensate forms on the
coils and falls into the basin formed inside the ring wall and is drained away.

TES Design

The ice harvester selected for this project utilizes flat inflated stainless steel plates for the evaporator
surface. Cold ammonia is circulated through the annular space inside the plates, and water is
circulated out of the tank and over the outside surface of each plate. Ice is formed on both sides
of the plate. When the ice reaches 1-cm thickness, hot gas is injected directly from the discharge
of the compressor into the plate. The hot gas breaks the bond between the ice and the plate and
the ice falls off (is harvested) into the tank. As ice falls into the tank, it forms a mound similar to
sand in an hourglass. The angle of the mound, called the angle of repose, for ice built on the ice
harvester is 15 ◦. The location and size of the ice opening relative to the top area of the tank is
critical. The evaporator plates for this application were positioned to minimize tank void volumes
and optimize tank utilization. The size of the ice storage tank was determined based on the ice
density of 916.22 kg/m3 and the 560,926.08 kg of maximum ice storage required for the design
condition. Assuming a 50% water/ice ratio below the water level and a 50% air/ice ratio above,
the tank minimum volume requirement V was determined to be

V = 2 × (560, 926.08/916.22) = 1224.43 m3

Additional space allowance was included for the ice mounding at the top of the tank. The final
internal dimensions of the tank are 14 by 12 by 8 m. The ice storage tank is cast-in-place concrete.
The tank is installed partially in the ground on a hillside. One end of the tank is exposed from the
hillside; this is where circulating pumps are installed, avoiding the need for a pump vault below
ground. The tank is initially filled with water to the 60% level. As ice is dropped into the tank,
it floats, with 91.7% of the ice below the water level and the remainder above. The water level
remains constant in the initial stages of the charge cycle. When the ice level meets the bottom of
the tank, the water level starts to drop. When the high ice level has been reached, the water is at
the 20% level.

During the charging (ice-making) cycle, 0.126 m3/s of water is pumped over the evaporator.
During the discharge (melting) cycle, 0.126−0.252 m3/s is pumped through the system as needed
to meet the chilling demand. During the discharge cycle, when the chilled water feeds the turbine
inlet air coil, the water bypasses the evaporator and flows directly into the tank. The “warm” return
water is distributed in the tank via a spray header. The spray header is mounted at the top of the
tank and evenly distributes the water over the ice pile. This even distribution of return water over
the ice is necessary to maintain a constant supply water temperature to the coil through the entire
discharge cycle.
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Refrigeration Design

The refrigeration system is a pumped liquid overfeed system. Liquid refrigerant is pumped from
the low-pressure receiver into the evaporator plates. The plates are overfed with refrigerant at a rate
of 3:1. Both liquid and gas refrigerants are then returned from the plates back to the low-pressure
receiver. Gas is drawn out of the top of the low-pressure receiver and into the compressor. The gas
is compressed and discharged into an air-cooled condenser. The condensed liquid refrigerant then
flows through a high-side float and back into the low-pressure receiver. A diagram of the system
is given in Figure 8.1. This type of refrigeration system was chosen because of its simplicity, high
reliability, and low operating costs, as also the fact that it avoids slugging in the compressor.

Owing to the large size of the system, a single screw compressor was chosen over multiple recip-
rocating compressors. While in the ice-making mode, the compressor operates with a coefficient of
performance (COP) of 2.8. Ammonia was chosen as the refrigerant because of the operators’ famil-
iarity with it (ammonia is stored on-site for a selective catalytic reduction system), and because it
has environmentally benign qualities, including zero ozone depletion and greenhouse effect factors.

System Operation

During the first 3 months of operation (June, July, and August 1993), the chiller/TES system
maintained the plant’s net electrical output above the dedicated firm capacity level of 35.5 MW for
100% of peak hours, fully satisfying its intended purpose of capturing full bonus revenues for the
plant. A sister plant, a cogeneration plant situated two miles away, is identical to this facility in
every respect except that it has evaporative cooling instead of an inlet -chilling/TES system. The
sister plant experiences the same ambient air conditions, and thus provides an ideal yardstick by
which to measure the benefit of inlet chilling at the original facility. During June, July, and August,
the sister plant generated an average net output of 34.26 MW compared to the facility’s average
net output of 36.57 MW during peak hours. The inlet air temperature averaged 19.5 ◦C at the sister
plant with the evaporative cooler. The inlet air temperature averaged 10.5 ◦C at this facility with
the chiller/TES system. In future summer periods, the output of the sister plant will continue to
degrade without the ability to make up the loss with chilled inlet air. The inlet temperature at this
facility will be depressed further with the chiller/TES system, thus overcoming degradation in order
to keep output above 35.5 MW.

Closing Remarks

Inlet air chilling is a viable means to enhance turbine generator performance, provided revenues
associated with the incremental output are cost-effective. This is particularly the case when
hot summer weather conditions cause a peak power demand that raises generating capacity
value to a premium, and at the same time inlet chilling can produce a significant performance
improvement. TES provides a means to maximize chilled inlet air performance gains needed
during peak hours by deferring the refrigeration parasitic load to night-time hours. TES allows
optimized refrigeration equipment sizing, since it spreads chilling duty for weekday peak hours
over nighttimes and weekends.

Further information is available elsewhere (Hall et al., 1994).

8.2.3 A Power Generation Plant, Gaseem, Saudi Arabia

This case study provides some insight into a relatively new application of industrial refrigeration
technology. Significant benefits can be realized by electricity-generating organizations employing
gas turbine generators, particularly when located in regions of high ambient temperature, using the
methods discussed here. Several systems are considered, including some that use CTES.
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Some motivations for this project follow:

• The Middle East countries (e.g., Saudi Arabia) have a rapidly developing economy, with ever-
increasing power use. There is presently a shortage of generating capacity to meet the peak
demands of the summer period. Investment in new plants is expensive and the timescale to
implement new plant is typically 18−24 months.

• Gas turbines are used for the majority of the power generation capacity throughout the Middle
East and a large proportion of the world, particularly where gas or liquid fuels are readily
available. These drivers are fixed-speed, constant inlet-air-volume machines, designed generally
for steady-state operation. Whether operating on simple or combined cycles, their output power
is directly linked to the rate of fuel that they can consume efficiently. This in turn is a function
of air mass flow, which is a function of air density. It follows that if the air density can be
increased, the turbine is likely to be able to burn more fuel and therefore produce more power.

• Owing to the high electricity load for air-conditioning in this region, the demand peaks between
12:00 and 17:00 h. Outside these hours, particularly at night, demand drops considerably.

• At the time of the peak demand, the available capacity from the turbines is at its lowest because
of the high ambient temperatures (and corresponding low air density).

The profile of the electricity demand, particularly in the Middle East, introduces opportunities for
economically attractive, innovative plant designs. Thermal energy storage turbine inlet air cooling
(TESTIAC) offers such an alternate design.

Cooling the combustion air to the turbines is beneficial because it increases the density and
therefore increases the mass flow of air. This enables more power to be generated. Figures 8.2(a)
and (b) illustrate the original process flow diagrams, and indicate the effect of turbine inlet air
cooling on a typical gas turbine generating set, respectively.

Summer ambient design temperatures at the site under consideration are 50 ◦C dry bulb, 10%
RH. The site is at an altitude (relative to sea level) of 650 m, where the air density is approximately
1 kg/m3. If this air is cooled to 10 ◦C, the density is increased to 1.15 kg/m3. This increases the
mass flow by 15% and enables an increase in turbine output power of about 33%.

The improvement in output capacity has to be balanced against additional costs of the
enhancements to the system. Normally, the costs of implementing TESTIAC to increase electricity
production capacity are merited if they are less than the costs of new turbine equipment. The
development of capacity enhancement of gas turbine power generation by TESTIAC has been
progressing for about 20 years. In North America, there were approximately 10 plants in operation
around 2002, of various sizes and designs, operating with varying degrees of success. The
development process has stimulated many differing configurations, some of which are illustrated
in Figures 8.3−8.5.
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Figure 8.2 Gas turbine generator system (a) without precooling and (b) with precooling (Courtesy of WS
Atkins Consultants Limited )
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The simplest example (Figure 8.3a) is where the refrigeration system is matched to the instanta-
neous cooling requirement. This involves no TES, but requires the greatest refrigeration capacity.
This arrangement may be appropriate when the requirement for capacity enhancement is relatively
small and the peak load duration is a large proportion of the available hours. Such a system will
ordinarily employ centrifugal compressor-chiller packages. These are more efficient because of the
small temperature differential across which they operate, and less expensive, per unit of cooling
capacity. Because of the smaller water temperature differential available from this system, water
flow rates and pumping costs are higher than with other systems.

The next example (Figure 8.3b) utilizes chilled water storage. This method uses only the sen-
sible heat in the storage fluid. The method can be economic for small- to medium-sized loads,
but the storage volumes involved can increase the cost dramatically for larger applications. The
disadvantages of the previous example also apply if packaged chillers are used.

The third example as shown in Figure 8.4 uses an ice CTES system. This system requires a more
expensive refrigeration plant because of the lower evaporating temperatures and specialized evapo-
rator design configurations. The significant advantage is that the latent thermal storage capacity of
the ice reduces the storage volume considerably, although this design requires extensive evaporator
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Figure 8.3 A simple on-line inlet air cooling system (a) without TES (b) with TES using chilled water tanks
(Courtesy of WS Atkins Consultants Limited )
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surface area to handle the necessary ice storage volume. An additional advantage with some ice
storage systems is that high peak loads can be readily managed. This is usually only possible with
flake/slurry/sheet ice systems that offer high surface-area-to-volume ratios within the ice storage
system. In practical applications, external or internal melt ice-on-coil systems cannot normally meet
this requirement as effectively.

In this project, many systems were evaluated. These included ice-on-coil, panel (sheet), slurry ice,
and various configurations of vacuum ice generators. In this particular evaluation, ice-on-coil sys-
tems were discounted as expensive, inflexible, and difficult to monitor in terms of available/residual
storage capacity. Slurry ice systems had many advantages, but because of their relatively short
development and application time, were discounted by the client. They also normally require the
use of a eutectic solution, which adds cost. Ice slurry systems generally also offer advantages of
two-phase pumping to the process load, which significantly lowers the parasitic pumping load.
Vacuum ice generators offer the potential for large, future installations, pending the development of
suitable compressors. On balance, the client’s preferred option was the sheet-ice evaporator system,
as indicated in Figure 8.5. This system represents a reasonable compromise between the competing
factors of efficiency, flexibility, cost, and reliability. This design does, however, involve complex
water and ice management, and also numerous solenoid valve actuations for the frequent defrosting
of the plate packs. Another method, already operational in India, is to use the heat in the turbine
exhaust gas to generate cooling via a lithium bromide (LiBr) absorption refrigeration plant. This
approach would require that the system either be on line, as in Figure 8.3(a), or use water storage, as
in Figure 8.3(b), because the chilled temperature is limited to around 5 ◦C. Such systems may also
require an intermediate steam generator because of control difficulties experienced to-date when
applying the exhaust gases directly to the absorption plant generator.

A simple comparison of the main system types, relevant to this application, is provided in
Table 8.2.

The overall client specification was of a functional nature. Six new turbines were to be installed,
each having a nominal capacity of 342 MW at the summer design ambient condition. The cooling
plant had to produce an air temperature of 10 ◦C off the inlet air cooling coils, for the full 5-h peak
period, across all six turbines. This precooling would enable a full load capacity of 455 MW with
an increase of 113 MW.
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+50°C

Ice tank

Compressor

Receiver

Condensers

Plate evaporators

Figure 8.5 A simple on-line inlet air cooling system with TES using flake or slurry ice in tank (Courtesy of
WS Atkins Consultants Limited)
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Basis of Design

In order to enable the additional output power generation as specified by the gas turbine manufac-
turer, the inlet air cooling system was designed on the following basis:

• Ambient dry-bulb temperature: 50 ◦C
• Ambient air humidity: 10% RH
• Air mass flow rate per turbine (excluding air cooler): 275 kg/s
• Number of turbines: 6
• Required turbine inlet air dry-bulb temperature: 10 ◦C
• Peak load period: 5 h
• Ice regeneration period: 19 h

The plant configuration, as shown in Figure 8.6, is an integrated ammonia refrigeration plant,
with four-screw compressors, multiple air-cooled condensers, four air-cooled oil coolers, and eight
plate-pack sheet-ice evaporators arranged for pumped circulation from a single suction accumulator
and a flash economizer vessel. The high ambient temperatures and the shortage of a water source
precluded the use of conventional thermosyphon oil cooling and evaporative condensers. Instead,
remote air-cooled oil coolers and air-cooled condensers were used.

The evaporators are multiple vertical stainless steel plate evaporators, located on the roof of an
ice storage tank. Water is passed over the plates by a sparge system that ensures that an even film of
water is applied to each side of each plate. During the ice-build period, some of this flow is frozen
to the plate, which is maintained at approximately −8 ◦C by the recirculation of liquid ammonia

Table 8.2 Comparison of three main types of TES systems for the project

System Storage volume (m3) Capital estimate (M£) Daily energy use (MWh)

Chilled water 20,000 20 250
Ice-on-coil 10,000 18 350
Ice in tank 8,000 14 314

Source: Palmer (2000).

Figure 8.6 The Gaseem TESTIAC system (Courtesy of MARCO)
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from the suction accumulator. After a specified period of time, or on ice thickness measurement, a
hot gas defrost cycle is initiated. This injects a flow of ammonia discharge vapor into a section of
the plate pack, melting a small proportion of the ice and causing it to fall directly into the storage
tank below. The cycle repeats for each of the evaporator units until the ice inventory is replenished.

The tank is a reinforced concrete structure, measuring 34 × 34 × 13 m externally and initially
containing over 8000 m3 of water. The walls are 1200-mm thick at the base. There are sleeved
perforations through the wall base, to allow the pump suction connections to join the inner ring
header. The tank is lined internally with a plastic membrane to protect the concrete and to reduce the
risk of leakage.

Two sets of water circulation pumps are provided. Each of them draws from the specially designed
header within the tank. This header regulates the flow of water within the tank, to ensure even
distribution through the ice inventory. The water flow diagram shows that during the accumulation
period, water is collected via the inner ring pipework and circulated over the evaporators. The
disposition of the ice buildup within the tank is an important factor. If the ice store becomes
unevenly distributed, water bypassing can result. This will prevent sufficient cooling contact between
warm water and ice and cause over-temperature water to be circulated to the cooling coils. For
this reason, during the accumulation period, circulation of water to the evaporators is controlled
by motorized valves and sensors, ensuring that the ice within the tank is evenly distributed. This
generation process continues over the 19-h build period, or until the desired ice storage volume has
been achieved. The refrigeration plant is then turned off. During the 5-h demand period, the second
set of water pumps are run, also drawing from the inner ring and then circulating to the inlet air
cooling coils. Flow to each turbine is controlled locally to maintain the desired air temperature.
Flow to the coils in general is regulated by control of the pumps and a bypass control valve. Return
water is routed back to the ice tank and distributed through a matrix of nozzles, controlled by
motorized valves to ensure even distribution over the ice within the tank. The warm return water
passes through the broken sheet ice, melting it in the process of being cooled. The cooled water is
then collected in the internal header and recirculated.

The pipework system was comprehensively analyzed for stress during the design period, to
determine the range of forces to which the foundations, support structures, pipework, and fittings
would be subjected, over the range of operational temperatures. The complete water and refrigerant
pipework systems and all the necessary structural supports, anchor points, and spring hangers, were
designed on the basis of these analyses and site surveys.

The ammonia refrigerant is to be circulated by hermetic pumps from the suction accumulator.
These operate constantly during the build cycle. Evaporated vapor is drawn off by the four-screw
compressor packages. These operate through a centralized controller to maintain a constant evap-
orating temperature by slide valve control and off cycling, as required by the system demand. The
discharge vapor from these is condensed in the air-cooled condensers. Condensate is collected in
a control level receiver, which modulates a control valve and feeds the liquid into the combined
flash economizer/liquid storage vessel. Vapor from this is taken to the compressor economizer port
and the liquid is fed to the suction accumulator to maintain a working level.

The refrigeration plant has been designed not only to work at the maximum average ambient
condition when required but also to take advantage of the diurnal swing in ambient temperature.
Owing to these temperature swings, more capacity is available at night than during the day. The
parasitic power consumption is also reduced. Over the 19 h of ice-build time, accumulation of the
maximum requirement of ice can be achieved.

The operating economics are less significant than the capital cost of such a plant. The cost of
fuel (and hence electricity) is low during off-peak periods. The benefit gained by increasing the net
peak capacity is of great significance, whereas the cost of the energy expended in enabling it during
the off-peak period is low. In this example, the energy cost of operating the plant to accumulate
the ice capacity is about 304 MWh (16 MW for 19 h) per day (during the peak ambient conditions).
The additional energy cost of circulating the chilled water to the cooling coils during the peak 5-h
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period (a direct parasitic cost) is about 10 MWh. The generating benefit gained during this period is
about 565 MWh (113 MW for 5 h). This illustrates that the net benefit of this system, during peak,
is an increase in generating capacity of 555 MWh per day, equivalent to two additional turbines.
Even over the whole day, the net benefit is 251 MWh. The plant began operation in June 2000.

Since this project was initiated, there have been continuing developments in the technologies
that contribute to the TESTIAC concept. In particular, slurry ice production and handling systems
have been developed. Suitable alternative eutectic materials have also been developed that lower
costs. Test rigs have been constructed, from which the pumping characteristics of various ice
concentrations of these materials can be determined. Investigations are continuing and, as a result,
the probability of slurry ice displacing sheet-ice systems is increasingly likely.

Further details can be obtained from Palmer (2000) and Abusaa (2000).

8.2.4 Channel Island Power Station, Darwin, Australia

The power demand since the early 1990s in the city of Darwin, Australia, due to a dramatic
population increase in the city has been met by the introduction of an ammonia ice TES system at
the city’s Channel Island power station.

Motivation

The power station was built in 1985, and is operated by a Northern Territory Government utility.
The electricity consumption of Darwin has been steadily monitored over the years by the Power
and Water Authority (PAWA). An assessment in 1995 showed that demand was growing at a faster
rate than earlier projections had identified, and that action was needed to avoid electricity shortages
before 2000. The decision made to utilize an ice TES has not only eased the pressure but also
resulted in considerable savings for PAWA and the government. The TES system cost is one-third
the installation cost of an extra turbine. In order to fully appreciate the actions taken, it is essential
to study the background of the power station’s previous capability.

Background

Channel Island has five gas-fired General Electric “Frame 6” combustion turbines. Each turbine
has a nominal capability of 40 MW when operating at 15 ◦C air-inlet temperature. The gas is piped
from a distance of almost 1500 km from the city of Alice Springs, Australia. Two of the five gas
turbines recover heat from the exhaust gas, passing it across heat exchangers to generate steam under
pressure. The steam drives a steam-turbine generator, providing additional electrical power through
this combined cycle operation. Darwin’s power demand is dominated by air-conditioning usage,
which accounts for 70% of the peak load, a higher ratio than in cooler climates. In part, this high
demand ratio can be attributed to population growth, increasing affluence, and more widespread use
of air-conditioning. Peak load customarily occurs around 2:00 p.m., when the ambient temperature
(summer average 35 ◦C) is warmest, and the air-conditioning requirement is greatest.

Power Production Challenges and Options

A challenge to be addressed in the overall system is that gas turbine output is affected significantly
by changes in climatic conditions. An increase in inlet air temperature results in an output drop
of the turbine. This loss can be as high as 8 MW per turbine when electricity demand is peaking.
Considerable studies by PAWA to solve these problems and meet adjusted anticipated demands
identified three major options. One option was for consumers to employ TES systems, allowing ice
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to build overnight. The daytime ice melt would provide the necessary cooling, and would avoid the
need for a larger refrigeration plant. As a result, the Northern Territory University retrofitted some
facilities to include TES. For PAWA, the second option was to purchase extra turbines to increase
output. This cost was estimated at $40 million Australian dollars. The third option, ultimately
chosen and successful in other hot climatic conditions, was to cool the inlet air to the turbines.
This had the dual advantages of cost-effectiveness and quick installation and operation.

Description of the Selected System

The final system chosen by PAWA employs an ammonia ice TES system plant (Figure 8.7), sup-
plying ice water during peak periods to wet air coolers on the inlets of three turbines. The first
stage of the project included the following major equipment:

• five 500 kW Sullair screw compressors, of 1500 kW (426 t) capacity each;
• five BAC Model CXV 435 evaporative condensers;
• 96 BAC ice-builder coils, capacity of building 1400 t of ice that provide 130,000 kWh (36,932

ton-hours) of storage;
• three BAC wet air cooler modules, cooling inlet air from 37 ◦C to 9 ◦C;
• two concrete tanks 15 × 15 × 7 m.

The system has a simple operation. During the night and morning off-peak periods, the refrigera-
tion plant builds ice on the ice-builder coils. At peak demands (customarily from noon to 4:00 p.m.),
ice water is pumped from the storage tanks and across a direct-contact heat exchanger medium to
cool air before it enters the turbine. The ultimate cost of the installation was approximately $12
million Australian dollars. The system was expected to be running by 1998, and to yield consider-
able financial savings by PAWA and a gain of 20 MW extra power production at peak periods. The
ice-build period is off-peak, and has no effect on the daily maximum demand. Also, the control
of ice build can be coordinated with spinning reserve needs. The wet air cooler provides extra
benefits in washing the air, removing dust, insects, and smoke. The dirt is collected in a sump that
is easily accessible for filtration or cleaning. There are no finned coils to clog. The use of ammonia
leads to an environmentally benign system that does not contribute to the greenhouse effect and has
very little effect on the ozone layer. The use of natural gas system rather than a coal-fired station
also reduced greenhouse gas (GHG) production. A final benefit is that the ice TES system can be
activated in minutes, allowing operating flexibility.

Further information is available elsewhere (BAC, 1999a).

Figure 8.7 Evaporative condensers, plant room, and ice TES system (Courtesy of Baltimore Aircoil Interna-
tional N.V.)
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8.2.5 The Abraj Atta’awuneya Ice CTES Project, Riyadh, Saudi Arabia

A state-of-the-art ice CTES system that has been designed to perform under all circumstances has
been installed at the Abraj Atta’awuneya, which is an impressive example of contemporary architec-
tural design. It comprises twin 17-storey triangle- shaped towers joined together by two bridges. The
building, located on a 7440 m2 site, is the first high-rise building in Saudi Arabia. The architectural
marvel provides 44,500 m2 of office space, a 5200 m2 business center, and 600 car spaces.

TES was required because of the Saudi Consolidated Electric Company’s (SCECO) new regula-
tions regarding power supply for large retail areas and office buildings, limiting the power supply
to the building to only 50% of the total connection capacity between 1:00 and 5:00 p.m. Therefore,
building owners had to limit the power supply for chillers to 50% and have a system that is capable
of handling the remaining 50% of the cooling load by other means. A well-accepted technique is the
use of TES. With a TES system, it is possible to produce and store cooling capacity during periods of
low cooling demands and when sufficient electrical power to operate the chillers is available during
the night. The accumulated energy is then used during the next cooling cycle the following day.

Figure 8.8 shows the daily cooling requirements for the Abraj Atta’awuneya. Also shown in the
diagram is the cooling delivered by the chillers during the day and the cooling to be delivered by
the TES system, which should deliver daily 26 MWh. During nighttime, the chillers operate and
accumulate this cooling capacity. Various TES techniques were available on the market, and it was
a task for the designers to integrate a TES system that could meet the following design criteria:

• minimum occupied space,
• low initial cost,
• possibility of use in high-rise buildings,
• maximum use of standard components,
• easy maintenance of the system and low operating cost,
• user-friendly and full integration in the building management system (BMS), and
• reliable operation and thermal performance.

Detailed comparisons between different types of TES systems to fully assess their overall impact
on the initial costs of the complete installation and future operation were made with the help of
value engineering techniques.
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Figure 8.8 Daily building cooling requirements (Courtesy of Baltimore Aircoil International N.V.)



430 Thermal Energy Storage

• Minimum occupied space. Two different TES techniques for cooling capacity are available:
chilled water CTES and ice CTES. Chilled water CTES systems make use of the sensible cooling
capacity of water. For normal air-conditioning applications, the cool storage capacity of chilled
water is limited to 8 kWh per m3 of storage volume. Ice CTES systems make use of the latent
storage capacity of water/ice. Therefore, ice CTES systems can accumulate about 48 kWh per m3

of storage volume. Depending on the type of CTES system selected for the Abraj Atta’awuneya,
the occupied space could vary from 600 m3 for an ice CTES system, that is, a room of 20 by
10 m and 3-m high to 4000 m3 for a system using chilled water storage, that is, a room of 20 m
by 10 m and 20-m high. As space is costly in this high-quality type of building, the owner’s
preference went rather quickly to an ice CTES concept.

• Low first cost. The selected CTES system made full use of the full concrete basement that
was used as the tank for the thermal storage units. By doing this, factory-assembled tanks could
be eliminated and strong heavy-gauge hot dip galvanized steel coils were used. The low glycol
temperature coming from ice CTES units allowed the designer to design the glycol loop with a
maximum temperature difference reducing glycol flows, pipe sizes, and pumps. The chillers will
first cool the warm glycol from the heat exchanger, which allows them to operate in the most
favorable conditions.

• Possible use in high-rise buildings. All the mechanical heating, ventilating, and air-conditioning
(HVAC) equipment located in the building basement had to be able to withstand the pressures
caused by the total static height in the system. Since the building is 21 floors high and the
mechanical equipment was installed in the basement at the minus 3 level, all equipment including
the TES heat exchangers and TES units required a design pressure of 16 bar. This had to be
considered when selecting the equipment for the thermal storage system.

• Maximum use of standard components. An important criterion was the maximum use of
materials that are commonly used in air-conditioning systems. This was done not only to keep
the initial cost reasonable but also to assure controllable maintenance and replacement costs
in the future. The final selection included pumps, standard valves, and control equipment of a
standard range made of materials suitable for glycol/water mixtures. The chillers used in the
CTES system are standard air-cooled packaged chillers.

• Easy maintenance and low operating cost. The aim was to have a system not requiring any
additional special skills of the operators or maintenance staff. Ice CTES systems, making use of
standard products, can be maintained as any other piece of mechanical equipment. Chilled water
storage systems, with their large water volumes, would have required expensive and complicated
maintenance of the stored water and storage tanks. The system design was to be executed in a
manner that operating costs were at a lowest possible level.

• User-friendly and full integration in the BMS. To keep the complete TES system manageable,
a full automated control system for the TES system was needed. To assure a reliable communi-
cation between the BMS and the TES, it was decided to fully integrate the TES system controls
within the overall BMS. Uniform communication language and single source responsibility for
the system control was obtained.

• Reliable operation and thermal performance. In a building of such a high standard, it was an
absolute must that the air-conditioning system should perform under all circumstances. Detailed
analyses of the hourly cooling loads were made and the performance of every piece of equipment
including the ice storage (Figure 8.9) was scrutinized.

The design had to be developed in such a way that all possible operating modes, including ice
building at night and cooling, were possible. Also any potential risk for freezing the heat exchangers
had to be eliminated. The performance of the TES system on an hourly basis was fully guaranteed by
the manufacturer. The owner made the manufacturer of the TES units, Baltimore Aircoil, responsible
for design, selection of all TES components, and commissioning. This was to ensure that the
performance for the complete TES system was guaranteed by a reputable manufacturer.

Detailed information can be found in BAC (1999b).
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Figure 8.9 A schematic of ice CTES system (Courtesy of Baltimore Aircoil International N.V.)

8.2.6 Alitalia’s Headquarters Building, Rome, Italy

In June 1991, Alitalia, Italy’s largest airline company, officially opened its new headquarters build-
ing in the southwest area of Rome. With a total plan area of 130,000 m2, this building contains
55,000 m2 of office space, 72,000 m2 of service and technical rooms, and 26 conference rooms,
surrounded by a large parking area for more than 3000 cars. For the air-conditioning and computer
cooling needs of the entire complex, ice chiller thermal storage coils (Figure 8.10) were selected to
meet a total storage capacity of 65,000 kWh. This makes Alitalia the largest ice storage installation
in Europe, and one of the largest in the world. Owing to the magnitude of this project, the designers
opted to install thermal storage coils in two concrete tanks, each 34 m long by 12 m wide. During
the night, the central refrigeration system builds a complete charge of ice on the coils over a 12-h
off-peak period. During the daytime, ice is melted to provide the building’s base cooling require-
ments, thereby minimizing the peak demand. The refrigeration system is used during the day to
provide any extra required cooling capacity upstream of the ice thermal storage coils. This results
in higher refrigeration system efficiency and lower operating costs. Unlike other types of thermal
storage units, the ice chiller with consistent low temperature supply can be located downstream
from the chillers for highest overall system efficiency. In addition to the thermal storage coils,
four large industrial fluid coolers and six heat exchangers on this largest European thermal storage
project were also provided.

Detailed information can be found in BAC (1999c).
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Figure 8.10 Thermal storage coils integrated with air-conditioning system (Courtesy of Baltimore Aircoil
International N.V.)

8.3 Ice-Slurry CTES Case Studies

8.3.1 The Stuart C. Siegel Center at Virginia Commonwealth
University, VA

During the summer/fall of 1998, a 380-t ice-slurry generating system was installed to cool the Stu-
art C. Siegel Center, a 190,000-ft2 basketball arena and athletic complex at Virginia Commonwealth
University in Richmond, Virginia. The arena has a seating capacity of 7500 people and the total
complex peak design cooling load is 1290 t. Engineering and economic evaluations were under-
taken and led to the decision to install the slurry CTES system. Ice-slurry storage has two main
characteristics that provide the potential for cost savings in HVAC projects. These characteristics
are as follows:

• Ability to provide chilled water at temperatures as low as − 1.1 ◦C. This characteristic
reduces the size, and therefore, the first cost, of chilled water distribution piping, air handlers,
heat exchangers, and other components.

• Ability to produce and store cooling when the cooling load is small and then use the stored
cooling when the cooling load peaks. This characteristic can reduce the peak electrical demand
charges and can reduce first cost for many projects depending on the ratio of peak cooling load
to average cooling load over a day or week.

These two characteristics played a part in the decision for ice thermal storage in the project
discussed here. The chilled water supply temperature is 1.1 ◦C and the return temperature 11.6 ◦C.
The low temperature supply water resulted in downsizing of the air-side equipment and offered
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additional dehumidification via the variable-volume air-supply system. The design peak cooling
load is 1290 t and the peak 24-h design load is 6776 ton-hours. An ice-slurry generator system of
380-t capacity was selected to meet this peak load.

System Schematic

Figure 8.11 illustrates the operation of an ice-slurry generator and the application to this project.
The slurry solution is 7% glycol and has a freeze point of −2.22 ◦C. The solution is pumped
from the bottom of the tank and delivered to the top of the slurry generator. The solution moves
through the evaporator with an average temperature of −8.33 ◦C, which causes crystals to form in
the solution as it falls into the tank. The slurry floats and therefore accumulates in the tank as this
process continues. The slurry generators and storage tank are located about 30 m away from the
building. The ice-slurry storage provides a 1.1 ◦C solution to the building heat exchanger which, in
turn, provides 2.22 ◦C supply water to the building air handlers. The outside air units are equipped
with variable speed drives that operate to maintain the proper fresh air in the 7500 seat arena.
Control of these outside air units is based on levels of occupancy. The outside dampers are set at
maximum volumetric flow rate for “event” operation only. During normal occupancy, supply fans
are ramped down to 30% speed and outside air dampers are reduced to 10% of full open capacity.
During unoccupied periods and in the evenings, the air systems are shut down.

System Operation

Figure 8.12 illustrates the design load that peaks at 1290 t at hour 13 in a day. Most of this cooling
load is due to the need for fresh air for 7500 occupants during a function in the arena. The timing
of a major event is arbitrary. Since the total 24-h load is 6776 ton-hours, it was evident that the
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Figure 8.13 System loads during ice-slurry CTES operation (Courtesy of Paul Mueller Company from Pro-
ceedings at the IDEA College-University Conference, New Orleans, February 1999 )

load could be spread out over 24 h with a CTES system. This system incorporates with a 380-t
slurry generator.

Figure 8.13 illustrates the operation of the slurry system. The tank has 3927 ton-hours of cooling
capacity stored at 4:00 a.m. and holds that amount until noon when the cooling load exceeds the
capacity of the slurry generator. Over the next 5 h, slurry is melted to meet the cooling load,
reducing the storage to about 640 ton-hours of cooling capacity at 17:00. The load is less than
380 t at 18:00, and slurry begins to accumulate in the tank, which attains about 2700 ton-hours of
cooling capacity by midnight. The ice generator shuts off at 4:00 a.m. when the tank again is full
of ice slurry.

Economics

The ice system provides annual operating-cost savings of approximately $75,000 through reduced
demand charges. Electrical demand is reduced because of

1. a 380-t ice machine versus a 1290-t chiller,
2. reduced water pump sizes, and
3. smaller fan motors.

The first cost of this ice-slurry system was less than a conventional system because the 1.1 ◦C
supply water permitted the following:

• reduced duct/pipe and insulation sizes,
• reduced refrigeration capacity (and smaller air coils, water pumps, and so on),
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• reduced motor sizes, and
• reduced electrical service size.

Compared to a conventional systems with 6.66 ◦C supply water, significant savings in first cost
are realized. For this application, the ice-slurry TES system proved to be an attractive alternative
providing both first- and operating-cost savings.

Further information on this project can be found elsewhere (Nelson et al., 1999).

8.3.2 A Slurry Ice Rapid Cooling System, Boston, UK

Slurry ice is a crystallized water-based ice solution that can be pumped, and offers a secondary
cooling medium for TES while remaining fluid enough to be pumped. It flows like conventional
chilled water whilst providing five to six times the cooling capacity.

System Description

The installed system consists of an 88 kW remote condensing slurry ice machine and an associated
10 m3 ice storage tank to satisfy a peak load of 180 kW (Figure 8.14). The ice machine is designed
to operate until the tank is full or during rapid cooling periods in order to introduce ice into
the cooling circuit. The stored energy over off-peak/low load periods is later utilized to satisfy
the short and sharp peak loads. Hence, the installed refrigeration machinery is one-third of the
equivalent capacity of a conventional direct cooling system. Harvested fresh vegetables are subject
to rapid cooling within the cold storage facility whereby the energy stored during off-peak periods
is recovered by circulating solution within the air spray heat exchanger in order to provide 0−1 ◦C
air off-temperatures during the rapid cooling periods.

Technical Benefits

• Cost-effective installation. Smaller pipework and flexible storage tank, coupled with smaller
pump sizes, result in lower initial installation cost.

• Reduced running cost. Reduced refrigeration machinery results in reduced maximum demand
and availability charges, coupled with night-time low ambient and off-peak electricity prices,
offers unmatched overall running cost savings.

• Quick response. Fine ice crystals offers good thermal efficiency for the system. Hence, large
peak loads can be handled without affecting the system exit temperatures.

Air
spray
cooler

TES tank
Air cooled

condensing unit

Slurry ICE machine

Figure 8.14 The slurry ice system (Courtesy of Environmental Process Systems Ltd)
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• Flexible system. Any future capacity or change of operational patterns can be easily handled
without the need for additional refrigeration machinery.

• Full standby capability. The stored energy can be used to operate the process in case of
breakdown or regular maintenance shutdowns.

• Green solution. Reduced refrigeration machinery leads to reduced refrigerant volume.

Further information can be obtained from EPS (2000).

8.4 Chilled Water CTES Case Studies

8.4.1 The Central Chilled Water System at the University of North
Carolina, NC

The Central Chilled-Water System (CCWS) at the University of North Carolina at Chapel Hill
(UNC-CH) is responsible for chilling water and pumping it throughout the main campus, where it
is used as a heat sink in air-conditioning. Both electric and steam-driven chillers are used to chill the
water. Thus electric and steam consumption represents a significant cost. Electricity is purchased
from the Duke Power Company on its hourly pricing (HP) rate. Under this plan, the electric rate
may change at the top of each hour, but remains constant through the hour. The rates for each day
from Tuesday through Saturday are known at 4:00 p.m. on the previous day. Sunday and Monday
rates are known on Friday. Steam is produced on campus at the University Cogeneration Facility
at a constant rate based on fuel prices. The use of steam allows UNC-CH to generate its own
electricity, reducing the amount purchased from Duke Power.

To reduce utility costs, a TES unit is to be installed. With this system, chilled water can be
stored for later use, allowing the CCWS to take advantage of lower nightly HP rates and cooling
loads. A study was undertaken to assess when and how much chilled water to store in the TES,
and when the TES should be discharged in order to take advantage of the HP rates while satisfying
university demands for chilled water. The Department of Operations Research at UNC-CH carried
out the study, which is described here.

Purpose of the Study

This study examines the use of a TES by developing a computer-based tool capable of producing
optimal cooling strategies. An optimal cooling strategy is an hourly schedule indicating how the
TES should be utilized (charged and discharged) in conjunction with existing equipment to satisfy
cooling load at minimum overall cost to the university.

Determining such a strategy involves comparing the relative cooling costs with a TES and with
chillers. The total cost of providing 1 t of cooling via the TES during a particular hour is the sum
of the charging and discharging costs, where the former depends on the utility rates during the hour
the TES is charged. The cost of supplying the same cooling ton through electric and absorption
chillers depends only on the utility rates during that hour. An optimal strategy ensures the most
cost-effective use of the TES.

The optimization tool may be used on a daily basis. In determining the strategies, the program
accounts for all current system parameters and attributes, including the following:

• Each chiller has a maximum cooling capacity (given in tons). These capacities, along with
pumping constraints, limit the rate at which the TES may be charged.

• Each absorption (steam-driven) chiller must be “ramped” up to capacity. That is, the rate at
which steam levels are changed cannot exceed an upper bound.

• Absorption chillers that have been off-line for an extended period must be primed before being
turned back on. This leads to the practice of base loading. Absorbers are kept on line, regardless
of their cost-effectiveness, to ensure the satisfaction of anticipated high demands.
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• The cogeneration facility produces steam at a pressure higher than is needed by the absorption
chillers. This excess pressure is used to generate electricity, reducing the amount purchased from
Duke Power and altering the overall costs to the university.

• Parameters for the TES suggest that it should be fully charged (discharged) before being dis-
charged (charged).

The tool is designed to aid the CCWS plant operators in determining 32- and 110-h cooling
schedules (for weekdays and weekends, respectively) corresponding to periods of known HP rate
schedules. However, it may be used over a different horizon provided that the HP rates and cooling
loads for each hour are known (or predicted). Furthermore, the tool may be easily modified, allowing
for system changes such as the addition or removal of chillers, parameter changes to the TES, and
changes in cost calculations.

Methods and Model Development

The development of the optimization tool was divided into two steps. The first step involved finding
a method of predicting cooling loads. This was done through linear regression on historical data
provided by the CCWS. It was determined that using wet-bulb temperature predictions allows
accurate predictions of cooling demand.

Given estimated demand and known HP rates, a model was developed of the system, which pro-
vides a quantitative means of determining optimal chilling strategies. The model uses an operations
research technique called dynamic programming .

Analyses

The study examined and compared four options regarding a TES:

1. operation under the current system (without a TES);
2. operation with a 20,000 ton-hour capacity TES running under a standard industry-operating

procedure, as suggested by the client. Under this policy, the TES is charged and discharged at
constant rates, starting at midnight and noon, respectively;

3. operation with a 20,000 ton-hour capacity TES running according to the policies generated by
the optimization tool;

4. as an alternative to a TES, the final option examines the effect of adding two high-efficiency
electric chillers.

In addition, for each of the four scenarios above, the benefits were examined of reducing the
number of base-loaded absorbers. Three cases were studied:

1. current base loading operations;
2. reducing the number of base-loaded absorbers by the previous step;
3. eliminating the need to base-load absorption chillers.

Findings

On the basis of 152 days of demand and corresponding HP data from the summer of 1996, the study
found that the optimized operating procedure (TES Option 3) results in significant benefits over
Options 1, 2, and 4. Furthermore, it was determined that by reducing the number of base-loaded
chillers, the CCWS can reduce its costs by up to 30%. Table 8.3 gives the total costs of operating
under the different options. The costs cited in Table 8.3 and below are in US dollars.
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Table 8.3 Comparison of total costs (in US$) for four different options for base loading

Base loading 1. Current system 2. Industry-operating 3. Optimal cooling 4. Two electric
options (No TES) procedure schedule chillers

a. Current 1,017,766 999,978 910,710 971,185
b. Current less one 918,245 900,297 821,074 868,318
c. Zero 711,812 702,812 612,506 650,213

Source: UNC-CH (2000).

Several results are worth noting:

• For each base loading option, the optimized operating procedure (TES Option 3) results in the
lowest cost to the university.

• Given base loading Option 1, the optimized operating procedure represents a $107,056 saving
over the current operation with no TES. For a 7% interest rate, the present value of the savings
over 5 years is $469,677. (Note that this represents savings during the summer months only.)

• Given base loading Option 2, the optimized operating procedure represents a $97,171 savings
over the current system. The present value of the savings over 5 years is $426,309.

• Given base loading Option 3, the optimized operating procedure represents a $98,992 savings
over the current system. The present value of the savings over 5 years is $434,299.

• Combining TES Option 3 (optimization of the TES) with base loading Option 3 (elimination of
the need to base-load absorbers) results in a 1,017,766−$ 612,506 =$ 404,260 (or 39.8%) saving
when compared to the current system and base loading practices. Over 5 years, the savings are
$1,777,961.

Closing Remarks

Given the advantages of the optimized operating procedure (TES Scenario 3), it was recommended
that the CCWS plant operators utilize the optimization tool on a daily basis. Following the schedules
generated by the tool will result in substantial savings to the university. It was also recommended
that the CCWS examine ways of minimizing the number of base-loaded absorption chillers.

The model was developed under two primary restrictions that limit the scope of this study.
First, the method of predicting demands was based only on summer data. Secondly, the TES was
assumed to have no “dedicated” chillers. That is, the load placed on the current system to charge
the TES is divided equally among all operating chillers. A dedicated system involves separating
the TES piping system from the main system. Thermal energy is transferred to the main piping
system through a heat exchanger. This allows the TES to store colder water, although some energy
is lost through heat transfer. Further study is needed to determine an optimal operating policy for
the TES over nonsummer months and with dedicated chillers.

Further information on this case study is available from UNC-CH (2000).

8.4.2 Chilled Water CTES in a Trigeneration Project for a World Fair
(EXPO’98), Lisbon, Portugal

This case study considers a trigeneration (simultaneous generation of electricity, heat, and cold)
project, which incorporates CTES, and which was constructed for the World Fair EXPO’98 in
Lisbon, Portugal. The project was completed on a fast-track basis in good time, the first distribution
of chilled water being achieved nearly 9 months before the opening of EXPO’98. The client was
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Parque EXPO’98 and the contractors were Climaespço (Elyo, Climespaçe, Gaz de France & RAR
Ambiante) and EIG (Entrepose, Ingérop, and GTMH).

Technical Details

The plant consists of a gas turbine, waste heat boiler, two absorption chillers, two compression
chillers, chilled water storage, and auxiliary equipment (Figure 8.15a and 8.15b). The exhaust gases
from the gas turbine are reheated by direct combustion in the exhaust duct and then sent to the
waste heat boiler to produce steam. An additional boiler produces the extra steam needed during
the winter and also acts as a standby unit.

Chilled water
distribution

Atmosphere Hot water
distribution

WHB
12 MW

GT
5.2 MW

12°C

4°C

CWS 15 000 m3

Air

Fuel Steam

C
6 MW

C
6 MW

A
5 MW

A
5 MW

A      : Absorption chiller
C      : Compression chiller
CWS: Chilled water storage
GT   : Gas tubine
WHB: Waste heat boiler

(a)

(b)

Figure 8.15 The EXPO’98 trigeneration plant (a) schematic and (b) computerized view (showing large cylin-
drical TES tank in rear) (Courtesy of Paragon-Litwin)
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Steam is supplied for the following purposes:

• for use in a shell-tube exchanger in which water is heated from 65 ◦C to 100 ◦C; and
• for use in absorption chillers, providing the first stage of refrigeration from 12 ◦C down to 8 ◦C.

Compression chillers then reduce the chilled water temperature from 8 ◦C to 4 ◦C. A closed
circuit treated water system cools the chiller condensers and the machinery, and the treated water
is cooled by river water through a heat exchanger.

Electricity produced by the gas turbine generator is partly utilized within the plant, with the
excess being sold to the Energias de Portugal (EDP), the Portuguese national electricity company.

Chilled water thermal storage is provided for peak demands. Pumps for chilled water service
(both chiller loop and chilled water distribution) have variable frequency drives.

The chilled and hot water are distributed through two distinct networks to over 40 users through-
out the exhibition area, some as far distant as 5 km. Each user has its own plate exchanger and
closed circuit system.

Chilled Water CTES

The chilled water storage is undoubtedly the most significant and innovative concept of the trigen-
eration plant. Table 8.4(a) describes the capacity and Table 8.4(b) the main equipment of the plant.
Apart from its feature as a unique application of trigeneration, it became the largest stratified chilled
water thermal storage in Europe when it was installed, having a thermal capacity of approximately
140 MWh (39,807 ton-hours).

With a diameter of 35 m and a height of 17 m, the bottom 6 m of which is below ground, it
consists of a cylindrical reinforced concrete tank, cast in situ, having a wall thickness of 45 cm.
It is coated internally with a sealant and painted externally. The steel roof is thermally insulated
(Figure 8.15b).

The tank is equipped with instrumentation to monitor the system performance and current status.
The actual vertical profile of the water temperature is measured by thermocouples. The 26 temper-
ature sensors, at 60-cm intervals, allow the operator to monitor the thermal capacity and to confirm
that stratification is maintained. The temperature profiles recorded during the plant operation, both
for reduced capacity and for design capacity, have shown that the gravitational separation between
the lower zone and warm upper zone appears to be as good as can be expected (for details, see
Figures 8.16a and 8.16b).

Designed for both charge and discharge rates of 18 MWr (5118 t), the storage depends on effective
stratification. The symbol MWr is used to denote MW of refrigeration. Chilled water is introduced
and withdrawn near the tank bottom, and warm water is withdrawn and introduced from just
under the water surface by two piping diffusers. Each diffuser is composed of three octagonal
rings of piping with calibrated, equally spaced holes along the top of the straight sections for the
upper diffuser and along the bottom for the lower diffuser. During the design, a techno-economic
comparison was also made between single-pipe and double-pipe diffusers (Table 8.5). Although

Table 8.4a Present and planned future capacity of the trigeneration
plant

Present capacity Planned capacity

Electricity 5 MWe 5 MWe
Refrigeration (including TES) 40 MWr (11,373 t) 60 MWr (17,060 t)
Heat 23 MWth 44 MWth

Source: Dharmadhikari (2000), Dharmadhikari et al. (1999, 2000)
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Table 8.4b Main equipment and their capacities for the trigeneration plant

Equipment Main characteristics

Gas turbine Solar Taurus 60 (5.2 MWe)
Waste heat boiler 12 MWth (41 MM Btu/h), 1000 kPa (145 psi) steam
Auxillary boiler 15.3 MWth (52.2 MM Btu/h), 1000 kPa (145 psi) steam
Absorption chillers 2 × 5.1 MWr (1450 t) double effect (lithium bromide)
Compression chillers 2 × 5.8 MWr (1649 t) ammonia screw compressors
Chilled water storage Stratified storage, 15,000 m3 (4 million gallons) concrete cylindrical tank

Inner diameter 35 m × 17 m high (bottom 6 m below ground)
Chilled water circuit Capacity: 21.9 MWr (6230 t)

Planned extension: 42 MWr (11,945 t)
Chiller feed pumps: (2 + 1) 1190 m3/h (5240 gpm), 270 kPa (39 psi)
Variable frequency motors: 132 kWe
Distribution pumps: (2 + 1) 2050 m3/h (9027 gpm), 460 kPa (67 psi)
Variable frequency motors: 355 kWe

Hot water circuit Shell-tube heat exchanger: 11.5 MWth (39.2 MM BTU/h)
Distribution pumps: (1 + 1) 555 m3/h (2444 gpm), 600 kPa (87 psi)
Variable frequency motors: 160 kWe

Cooling water circuit 4 plate exchangers
Cooling water pumps: (2 + 1) 1750 m3/h (7706 gpm), 250 kPa (36 psi)
Fixed-speed motors: 160 kWe
River pumps: (2 + 1) 1830 m3/h (8058 gpm), 380 kPa (55 psi)
Fixed-speed motors: 260 kWe

Source: Dharmadhikari (2000), Dharmadhikari et al. (1999, 2000).

double-pipe diffusers provided certain advantages, such as higher charge and discharge rates, single-
pipe diffusers were selected because of their lower material and labor costs. The inlet Froude number
is not well defined for single-pipe diffusers, whereas the Reynolds number does not depend upon
single or double pipe, but rather on total length and flow rate. The single-pipe diffusers are designed
to keep the inlet Reynolds number below 1200.

Cost Saving Achieved with TES

The cost of the initial phase of the entire trigeneration plant was approximately US$40 million.
The thermal storage considerably reduced the chiller plant capacity, which would otherwise have
been required, giving an estimated capital cost saving of US$2.5 million (Table 8.6). Decreasing
the chiller plant capacity also considerably reduced utility (electricity and steam) consumption and,
consequently, loads on the power and steam generation. This resulted in savings in fuel consumption
and also a reduction of pollutant emissions (CO2 by 17,500 t per year and NOx by 45 t per year).
Considering only the saving in fuel, the estimated reduction in annual operating cost is over US$1.6
million. In these calculations, no credit is taken for chiller operation during the night in order to
charge the thermal storage, which copes with the daytime peak demand (Figure 8.17).

Other Related Innovations

Throughout the design, a refrigerant was sought that would not adversely affect the environment.
Besides its inherent characteristics, including zero ozone depletion, ammonia has the advantages of
high thermal capacity and high latent heat of vaporization. The ammonia charge was reduced by
minimizing the size of the plate heat exchanger for both the condenser and evaporator, resulting in
lighter and more compact chiller packages.
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Figure 8.16 Temperature profiles (a) design case and (b) actual (Courtesy of Paragon-Litwin)

A trigeneration plant, by definition, includes a refrigeration product. Thus, a cold source for
cooling the turbine inlet air is readily available. For the project, during hot weather, less than 1%
of the chilled water is used for the gas–turbine inlet–air cooling, but this measure increases the
power output by nearly 17% and reduces the specific fuel consumption by nearly 7%.

The chilled water requirement is met by four chillers, two absorption units, and two compression
units. All units are mounted in a series–parallel arrangement, that is, two absorption chillers in
parallel, connected in series with two compression chillers in parallel. A bypass is also provided for
each group to enhance operational flexibility. This arrangement not only reduced the investment cost
but also increased the plant overall efficiency. Furthermore, this arrangement increased flexibility
by modulating the operating mode of the plant to energy demands.
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Table 8.5 Techno-economic comparison of diffusers

Expo’98 thermal storage – single-pipe versus double-pipe diffusers

Single-pipe Double pipe
Charge/discharge rate MWr (tons) 20 (5687) 25 (7108)

m3/h (gpm) 2156 (9494) 2725 (12,000)
Octagon Inner Middle Outer Inner Middle Outer
Reynolds number Re 1200 690 980 1510 870 1230
(flow per unit length over diffuser)
Relative material and labor costs 100 120

Source: Dharmadhikari (2000); Dharmadhikari et al. (1999, 2000).

Table 8.6 Equipment and capital costs with and without TES

Parameter and unit With storage Without storage Equipment cost
reduction
(thousand
US$)

Equipment
• Chillers MWr (tons) 20 (5687) 40 (11,373) 1870
– Compression 2 × 5 MWr (1422) 4 × 5 MWr (1422)
– Absorption 2 × 5 MWr (1422) 4 × 5 MWr (1422)
• Chilled water

storage
m3 (million gallons) 15,000 (4) – (−920)

MWh (ton-hour) 140 (39,807) –
• Gas turbine MWe 5 8 970
• Waste heat boiler MWth (MM Btu/h) 12 (41) 20 (68.3) 105
• Pumps 185
– Chiller feed pumps m3/h (gpm) (2 + 1) × 1100 (4844) (4 + 1) × 1100 (4844)
– Cooling water

(closed circuit)
m3/h (gpm) (2 + 1) × 1800 (7926) (4 + 1) × 1800 (7926)

– Cooling water
(open circuit)

m3/h (gpm) (2 + 1) × 1800 (7926) (4 + 1) × 1800 (7926)

– Boiler feed water
pumps

m3/h (gpm) (1 + 1) × 15 (66) (1 + 1) × 30 (132)

• Cooling water
exchangers

MWth (MM Btu/h) 8.1 (27.6) 16.2 (55.2) 290

Equipment cost million US$ 5.6 8.1
Operating cost (fuel

gas)
million US$/year 1.84 3

Cost reduction using
storage

• Investment million US$ 2.5 –
• Operating cost

(fuel gas)
million US$/year 1.16 –

Reduction in CO2

emission
tons/year 17,500 –

Reduction in NOx
emission

tons/year 45 –

Source: Dharmadhikari (2000); Dharmadhikari et al. (1999, 2000).
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Figure 8.17 TES charging and discharging (Courtesy of Paragon-Litwin)

Benefits from Centralized System

A centralized trigeneration plant not only helped to reduce investment cost but also contributed
to a significant reduction in operating expenses. It achieved an energy saving of 45%, compared
to a conventional system in which the chiller plant is installed in each building, resulting in an
estimated annual saving of around 6000 TOE (ton oil equivalent). Also, it completely eliminated use
of chlorofluorocarbon/ hydrochlorofluorocarbon (CFC/HCFC) refrigerants in individual buildings,
and resulted in a reduction of environment pollutants (including CO2) by 20,000 tons per year,
corresponding to a reduction of more than 54%. Furthermore, there are additional substantial savings
in costs related to civil engineering, machine maintenance, and so on.

All connected buildings also receive numerous other benefits, including suppression of noise
nuisance, fewer maintenance staff, more space available in the building for rental or sale purposes,
and total absence of exhaust gas ducting and chimneys.

Detailed information on this case study can be obtained from Dharmadhikari (2000) and Dhar-
madhikari et al. (1999, 2000).

8.4.3 TES at a Federal Facility, TX

The Dallas, Texas Veterans Administration (VA) Medical Center was the first VA medical facility
in the United States to use TES technology to reduce operating costs. A partnership with Texas
Utilities Electric Company (TU Electric) made implementing this technology possible. The center
now shifts a significant portion of its energy demand away from the peak cost period to a lower
cost period. Supporting this technology benefits the utility because it relieves pressure to construct
new, increasingly more costly power plants. Shifting a large energy demand away from the peak
period enables the utility to optimize the use of its generating plants. Thus, TES saves money for
both the client and the utility.

Background

Like most large commercial utility customers, the VA Medical Center’s annual electrical costs were
based on a rate that is 80% of the highest demand charged during the year. If the facility could find
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Figure 8.18 The VA Medical Center’s 12,491 m3 stratified water storage tank (DOE, 1999)

a way to lower the demand, it could reduce its overall annual expense for electrical service. The
system that was selected to reduce demand was a stratified chilled water storage tank (Figure 8.18).
The tank provides 24,628 ton-hours of thermal storage. In the summer of 1997, thermal storage
reduced peak demand by 2934 kW, lowering annual electricity costs by $223,650. Installing the
system also allowed the utility to reduce its costs by getting more use out of its existing generating
plants. The need to build new generating capacity lessened considerably. The hospital can meet
cooling requirements by producing chilled water during the period of lowest electric cost, then
storing it for use during periods of high electric cost.

The Project

On February 6, 1996, the center contracted with TU Electric for financial support for the project.
It was agreed that TU Electric would build the tank, finance the cost, and let the center pay
for the thermal storage on its electric bill. The utilities provided $500,000 of the total cost of
$2.2 million required for design and installation. Savings resulting from installation of the thermal
storage technology will allow the VA to recoup its investment within 7 years.

Initially, a feasibility study was conducted on how to add thermal storage to the existing central
plant. This study offered six alternate solutions, each with estimated construction costs, maintenance
costs, utility savings, and lifecycle cost analysis. The partners selected a stratified water thermal
storage system with a 12,491 m3 tank at its core, which has 3000 t of chiller capacity for 8 h. (The
tank is considerably larger than an olympic-size swimming pool.) The system became operational
in the fall of 1996.

The storage tank is filled with chilled water every night. Then every day, from noon until 8:00
p.m., the hospital draws its chilled water from the tank to meet its cooling load, instead of requiring
continuous electric service to operate on-site chillers.

As an added benefit, the TES system also doubles the capacity of the hospital’s central cooling
plant. If the hospital expands, the VA could use the thermal storage system and its existing cooling
system at the same time, avoiding additional capital investment.

Benefits of Utility Contracting

Although TU Electric was involved in about 200 thermal storage systems before this project, this
was its first project at a VA facility. It was also TU Electric’s first partnership arrangement in
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which the utility agreed to design, build, and help find third-party financing for a thermal storage
system. The authority for this partnership was existing Federal legislation that allows government
to enter into sole-source arrangements with utility companies for services generally available to
other customers.

Some important lessons were learned through the project:

• Participant education. The Department of Energy’s Federal Energy Management Program
(FEMP) worked closely with both parties to facilitate this project. A knowledgeable FEMP
liaison staff member provided necessary training and support, greatly assisting this project.

• Quality subcontractor selection. To improve the project, the utility chose to serve only as the
project’s prime contractor. TU Electric retained a professional architectural and engineering firm,
Carter & Burgess, Inc., of Fort Worth, Texas, to provide design, architecture, and construction
management services.

Detailed information on this case and its benefits can be obtained from DOE (1999).

8.5 PCM-Based CTES Case Studies

8.5.1 Minato Mirai 21, Yokohama

Minato Mirai 21 (MM 21) is a new urban area in Yokohama. Mitsubishi Petrochemical Engineering
Co. chose a DHC system to provide heating and cooling to the whole district. Use of DHC is a new
Japanese policy for protecting the environment. MM 21 DHC includes a Cristopia Energy Systems
(latent heat storage (STL) latent CTES) manufactured by Mitsubishi under Cristopia licence. This
STL (one of the biggest latent TES system in the world), as shown in Figure 8.19, is the basic
component of the system and permits efficient energy management.

Technical Data

• Cooling energy stored: 120,000 kWh
• Storage volume: 2200 m3

• Storage temperature: 0 ◦C
• Nodule type: S-00

Figure 8.19 CTES system located on the roof of the technical building in Minato Mirai 21 (Courtesy of
Cristopia Energy Systems)
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• Number of tanks: 2 (vertical)
• Tank height: 28 m
• Tank diameter: 7.3 m
• Tank volume: 1100 m3

Characteristics

The thermal storage is a Cristopia STL-00-2200, which is composed of two 1100 m3 vertical
tanks filled with S-00 nodules. The nodules are filled with PCM, allowing for thermal phase
transition at 0 ◦C. Cooling energy of 120,000 kWh is stored daily in two 1100 m3 vertical tanks.
The cooling energy is provided by two centrifugal chillers. The height of the tanks is equivalent
to a nine-storey building.

Technical Advantages

The use of CTES in the DHC system yields several technical benefits:

• smaller chiller capacity;
• smaller heat rejection from the plant;
• reduced maintenance;
• increased system efficiency;
• increased system reliability;
• reduced electrical installation.

Financial Advantages

The use of CTES also provides significant economic benefits such as lower initial investment and
significant savings on electricity costs.

Further information on this project can be obtained from Cristopia (2001a).

8.5.2 Harp Brewery, Dundalk, Ireland

Harp Brewery in Dundalk, Ireland (Figure 8.20a), produces 1,000,000 hL of lager per year and
consumes 12,000,000 kWh of electricity (4,000,000 kWh for the refrigerant plant). In 1992 Harp
decided to modernize its refrigeration plant.

The existing system consisted of a wide range of process cooling loads satisfied by two circuits,
a high-temperature circuit at −8 ◦C and a low-temperature circuit at −12 ◦C. During the design
stage, it was decided to install a Cristopia TES System (STL) on the high-temperature circuit.
The STL reduces the instantaneous peak refrigeration demand by as much as 45% by shifting
10,000 kWh daily from day to night. The STL reduced the maximum demand by 1 MW and the
cooling consumption by 16%.

Technical Data

• Daily cooling energy consumption: 44,000 kWh
• Maximum cooling demand: 4000 kW
• Cooling energy stored: 10,000 kWh
• Storage temperature: −10.4 ◦C
• Store type: STL-N10-200 (Figure 8.20b)
• Nodules type: SN.10
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• Number of tanks: 2
• Tank diameter: 3 m
• Tank height: 14 m

Characteristics

To improve the system efficiency and to reduce electrical cost, it was proposed to install a Cristopia
STL-N10-200 TES system to shift electrical consumption to off-peak periods and to reduce the
peak period electrical demand. To achieve this, an STL-N10-200 was specified storing 10,000 kWh
at −10 ◦C during the night-time off-peak tariff period. The STL also reduces daytime chiller power
by 1000 kWe.

The STL-N10-200 is composed of two 100 m3 vertical tanks filled with SN.10 (77-mm diameter)
nodules. The nodules are filled with a PCM allowing thermal storage at −10 ◦C.

Technical Advantages

• smaller chiller capacity;
• stable flow temperature;
• reduced electrical supply, by 1000 kWe;
• improved refrigeration efficiency;
• simplified servicing;
• backup at disposal;
• smaller cooling towers.

Financial Advantages

• reduced cost, as the system with STL costs less than a traditional system with chillers;
• sving on maintenance costs;
• savings due to reduced electrical supply, by 1000 kWe;
• saving on demand charge and energy cost.

(a) (b)

Figure 8.20 (a) Two STL-N10-100 systems and (b) Harp Brewery in Dundalk (Courtesy of Cristopia Energy
Systems)
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Environmental Advantages

• reduced refrigerant charge (leading to ozone layer protection);
• reduced emission of CO2, SO2, and N2O (avoiding contributions to the greenhouse effect and

other environmental impacts).

Further information on this project can be obtained from Cristopia (2001b).

8.5.3 Korean Development Bank, Seoul

An office building, occupied by the Korean Development Bank (KDB), is located at Yoido island
in the business center of Seoul, South Korea. It is the computer center for Korean and overseas
activities. For this building, the KDB chose to use advanced technologies having high performance.
The KDB decided to install a Cristopia TES System using STL to reduce nearly 50% of the cooling
demand and to make system operation more reliable. In addition to the technical advantages (better
backup, reduced maintenance, higher efficiency, and reliability), the KDB anticipated significant
operating and maintenance cost savings.

Technical Data

• Daily cooling energy consumption: 18,132 kWh
• Maximum cooling demand: 1948 kW
• Energy stored: 10,100 kWh
• Store type: STL-C-184
• Storage temperature: 0 ◦C
• Nodule type: C-00
• Number of tanks: 4
• Tank diameter: 3.6 m
• Tank length: 5 m

Characteristics

The STL system is composed of four 46 m3 horizontal tanks for a total storage of 10,100 kWh. This
capacity represents 55% of the daily cooling consumption, and allows for financial incentives from
KEPCO (Korean Electricity Power Co.). Two 566-kW chillers with reciprocating compressors are
used in the direct cold production and in the charge mode of the TES system. The control and energy
management are achieved using a sophisticated BMS to ensure the highest operating cost savings.

Technical Advantages

• smaller chiller capacity (reduced by 47%);
• smaller cooling towers;
• simplified servicing;
• backup at disposal;
• reduced electrical installation.

Financial Advantages

• lower initial investment;
• KEPCO incentive for load shifting;
• large savings on electricity costs (energy cost and demand charge).
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Environmental Advantages

• use of refrigerant reduced (leading to ozone layer protection);
• emissions of CO2, SO2, and N2O reduced because of off-peak consumption (mitigating green-

house effect and other pollution contributions).

Further information on this project can be obtained from Cristopia (2001c).

8.5.4 Museum of Sciences and Industry, La Villette, France

At the site of the old Paris slaughterhouse in La Villette Park, France, a modern leisure center was
built in 1983, which included (i) the sciences and industry museum, (ii) an audio-visual center, and
(iii) the GEODE 3D cinema. The center (Figure 8.21a) is one of the largest science and technology
centers in the world, and one of the most innovative (150,000 m2 of displays, shows, exhibitions).
A cooling and heating plant supplies air-conditioning to a distribution network. This plant includes
an STL-00-550 (storing 31 MWh) and three 2700 kW chillers.

Technical Data

• Main AC system type: Air-handling unit
• Building volume: 1,350,000 m3

• Daily cooling energy consumption: 163,000 kWh
• Maximum cooling demand: 12,500 kW
• Chiller capacity:

– Direct mode: 8100 kW (6/12 ◦C)
– Charge mode: 4400 kW (−6−2 ◦C)

• Energy stored: 31,750 kWh
• Volume: 549 m3

(a) (b)

Figure 8.21 (a) The center and (b) the TES tanks (Courtesy of Cristopia Energy Systems)
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• Store type: STL-00-550 (Figure 8.21b)
• Number of tanks: 3
• Tank diameter: 4 m
• Tank height: 18 m

Characteristics

The STL system is used to reduce 50% of the peak cooling demand. The storage is charged between
22:00 and 7:00 when electricity rates are low. Since 1985, significant operating cost savings have
been achieved.

Technical Advantages

• smaller chiller capacity;
• smaller heat rejection plant;
• reduced maintenance;
• increased system efficiency and reliability;
• increased plant lifetime expectancy.

Environmental Advantages

• reduced refrigerant charge;
• reduced emissions of CO2, SO2, and N2O.

Further information on this project can be obtained from Cristopia (2001d).

8.5.5 Rueil Malmaison Central Kitchen, France

The Rueil Malmaison Central Kitchen is a new modern kitchen using the latest technologies for
producing meals and for managing the production process. It supplies 12,000 meals daily to schools
in Rueil Malmaison (Parisian suburbs). To meet food hygienic standards, the meals are rapidly
cooled leading to high cooling peaks during a relatively short time. During the design stage, it
appeared that the use of the STL latent storage had the potential to reduce the system capital cost
compared to a classical installation without storage. An STL (Figure 8.22) was used and sized to
reduce more than 80% of the peak electrical demand. In addition, the STL permits efficient energy
management with a very high reliability and yields savings on operating costs.

Technical Data

• Daily cooling energy consumption: 440 kWh
• Maximum cooling demand: 139 kW at 1/7 ◦C
• Energy stored: 440 kWh
• Storage temperature: −10.4 ◦C
• Store type: STL-N10-10
• Nodules type: SN.10
• Number of tanks: 1
• Tank diameter: 1.6 m
• Tank length: 5.2 m
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Figure 8.22 The STL system (Courtesy of Cristopia Energy Systems)

Characteristics

The cooking is done in autoclaves, cooking pots, or streaming water systems at temperatures
between 65 ◦C and 95 ◦C. The meals are packed in small baskets under vacuum. An initial cooling
down to 20 ◦C is achieved with waste water, and then a second cooling down to 2 ◦C is achieved with
the STL. The meals are then stored in cold rooms. The rapid cooling of food for hygienic reasons
introduces high load peaks into the cooling profile. The use of latent CTES helps reduce these peaks.

Technical Advantages

• smaller chiller capacity;
• smaller heat rejection plant;
• flexible system available for efficient energy management;
• servicing simplified;
• backup at disposal.

Financial Advantages

The STL system costs less than a more conventional system with chillers, but not TES. Also, the use
of CTES leads to lower operating costs (because of reduced demand charges and off-peak electricity
consumption) and financial savings associated with the plant’s efficiency, life, and maintenance.

Environmental Advantages

• use of refrigerant reduced;
• emissions of CO2, SO2, and N2O reduced because of off-peak consumption;
• primary fuel consumption of generator power plant reduced.

Further information on this project can be obtained from Cristopia (2001e).



Thermal Energy Storage Case Studies 453

8.5.6 The Bangsar District Cooling Plant, Malaysia

The district cooling system supplies chilled water to a district that comprises the Cygal Hotel and
the Cygal Towers A&B, the Atlas Towers A to F, Menara Telekom and Wisma Telekom, and
Tenaga Head Quarters (TNB) (Figure 8.23a).

Objective

To take advantage of the lower electricity tariff during the night, the Cristopia TES System (STL)
(Figure 8.23b) is used for storing cold during the night for use during the day. It has enabled the
client to greatly reduce the installed cooling capacity and to increase the plant efficiency.

Technical Data

• Daily cooling energy consumption: 450,000 kWh
• Maximum cooling demand: 40,000 kW
• Cooling energy stored: 110,000 kWh
• STL storage volume: 1900 m3

• Number of tanks: 5

Characteristics

The plant consists of five centrifugal chillers (3500 kW each) working in conjunction with five
cylindrical STL steel tanks of 380 m3 (3.80-m diameter, 35-m long). Two conventional water chillers
are used for the base load. Each brine chiller operates with one STL and one heat exchanger to
provide brine at 3.3 ◦C at the primary side of the heat exchanger. Each of the five loops operates
independently of the others. The chillers and the STLs can be operated singularly and separately
or in any combination to meet the demand, and the decision for their operating status during the
day is based on the objective of minimizing the use of the chillers and depleting the energy stored.

Technical Advantages

• smaller chiller capacity;
• smaller heat rejection plant;

(a) (b)

Figure 8.23 (a) The Bangsar district cooling plant and (b) the STL system (Courtesy of Cristopia Energy
Systems)
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• reduced maintenance;
• efficient and reliable system;
• increased plant lifetime;
• flexible system available for efficient energy management.

Financial Advantages

• saving on operating costs (24%), maintenance, demand charge, and off-peak consumption;
• lower initial investment.

Further information on this project can be obtained from Cristopia (2001f).

8.5.7 Dairy TES Application Using Eutectic Solutions, Dorset, UK

At a dairy in Dorset, UK, the original system (Figure 8.24) consisted of an ice bank and room
cooler circulation system. Following a yoghurt incubation process around 45 ◦C, the warm return
water penetrated an ice block. The ice bank response was very poor. Hence, it took between 6
and 8 h to cool the product. A combination of 7 ◦C and 10 ◦C PlusIce modules were applied in a
two-phase program on the return leg of the system as a thermal buffer being charged by the ice
bank at night. During the rapid cooling process, the stored energy in the PlusIce beams is released
back to the return leg, reducing the return temperature back to the ice bank considerably. As a
result of this buffer action, the product cooling period is reduced by half, and therefore the client
doubled their production capacity with an estimated annual saving of 30%.

Benefits

• Maintenance-free installation. PlusIce has no moving parts, and therefore it is virtually main-
tenance free.

• Reduced running cost. Operating cost savings are provided through reduced refrigeration
machinery, which results in reduced maximum and availability charges, coupled with night-time
low ambient and off-peak electricity rates.

• Quick response. Large peak loads can be handled without affecting the system leaving temper-
atures.

• Standby capability. The stored energy can be used to operate the process in case of breakdown
or regular maintenance shutdowns.

Ice bank

Ice colls

Ice bank

PlusICE

module

Figure 8.24 TES system using PlusIce modules (Courtesy of Environmental Process Systems Ltd .)
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• Flexibility. Any future capacity or change of operational patterns can be easily handled by
simply adding more beams.

• Green. PlusIce using salts has no environmental impact.

Detailed information is available in EPS (2000).

8.6 PCM-Based Latent TES for Heating Case Studies

8.6.1 Solar Power Tower in Sandia National Laboratories, NM

Solar power towers use solar radiation to heat the working fluid of an electricity generation cycle
to high temperatures (see Figures 8.25 and 8.26).
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Figure 8.25 Capacity profiles of the solar power tower (Mahoney, 2000)
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Figure 8.26 Schematic of the solar power tower (Kolb, 2000)
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Desirable Features of Power Towers for Utilities

Because of their practical energy storage, solar power towers (Figure 8.26) have two features that
are particularly desirable for utilities: flexible capacity factors and a high degree of dispatchability.
Power towers can be designed with annual capacity factors up to 60% and as high as 80% in
summer when the days are longer. This means a power tower can operate at capacity for up to
60% of the year without using fossil fuel as a backup, thus being able to deliver power during most
peak demands.

Without energy storage, the annual capacity factor of any solar technology is generally limited to
about 25%. A solar power tower’s high capacity factors are achieved by building the solar portion
of the plant with extra heliostats so that during daylight, sufficient energy is collected to power the
turbine, while extra energy can be put into the TES system. At night or during extended cloudy
periods, the turbine is powered with stored thermal energy. The dispatchability of a solar power
tower (its ability to deliver electricity on demand) is illustrated in Figure 8.25, where three different
parameters are plotted against the time of day: the intensity of sunlight (insolation), the amount of
energy stored in the hot salt tank, and the output power from the turbine generator. In this example,
sunrise on a winter day is around 7:00 a.m., and the intensity of sunlight rises quickly to reach its
maximum at noon and drops off at sunset around 5:00 p.m.

The solar plant begins collecting energy shortly after sunrise and stores it in the hot salt tank
(the level of energy in storage increases during daylight hours). The turbine is brought on-line not
at sunrise, but when the power is needed – in this example, at 11:00 a.m. The output power of the
plant is constant throughout the day, even though there are fluctuations in the intensity of sunlight.
After sunset, the turbine continues to operate on energy from the storage tank; note that the level
of energy in storage declines after sunset. The turbine operates continuously until 9:00 p.m. using
the thermal energy in storage. In summer when the days are longer, the turbine is able to operate
for a larger fraction of each day.

In designing a power tower, the size of the turbine, the fraction of the day it is in operation, and
the period when it is operated are flexible. The plant’s TES system provides dispatchability, and
by adjusting the size of the solar field and the size of the storage tanks, the capacity factor can be
tailored to meet the specific needs of a utility.

Advantages of Using Molten Salt as a Heat Transport and Storage Medium

A variety of fluids were tested to transport the sun’s heat, including water, air, oil, and sodium,
before molten salt was selected. Molten salt is used in solar power tower systems because it is
liquid at atmospheric pressure, it provides an efficient, low-cost medium in which to store thermal
energy, its operating temperatures are compatible with today’s high-pressure and high-temperature
steam turbines, and it is nonflammable and nontoxic. In addition, since molten salt is used in the
chemical and metal industries as a heat-transport fluid, experience with molten-salt systems exists
for nonsolar applications.

The molten salt is a mixture of 60% sodium nitrate and 40% potassium nitrate, commonly called
saltpeter . The salt melts at 221.1 ◦C and is kept liquid at 287.7 ◦C in an insulated cold storage
tank. The salt is then pumped to the top of the tower, where concentrated sunlight heats it in a
receiver to 565.5 ◦C. The receiver is a series of thin-walled stainless steel tubes. The heated salts
then flow back down to a second insulated hot storage tank. The size of this tank depends on the
requirements of the utility; tanks can be designed with enough capacity to power a turbine from
2 to 12 h. When electricity is needed from the plant, the hot salt is pumped to a conventional
steam-generating system to produce superheated steam for a turbine/generator.

The uniqueness of this solar system is in decoupling the collection of solar energy from producing
power. Electricity can be generated in periods of inclement weather, or even at night using the stored
thermal energy in the hot salt tank. The tanks are well insulated and can store energy for up to a
week. As an example of their size, tanks that provide enough thermal storage to power a 100-MW
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turbine for 4 h would be about 9.1-m tall and 24.4 m in diameter. Studies show that the two-tank
storage system could have an annual efficiency of over 90%.

8.7 Sensible TES Case Studies

8.7.1 New TES in Kumamuto, Kyushu

Wide daily and seasonal fluctuations in power consumption, which have long troubled electricity
providers, are a problem. Kumamoto University and Kyushu Electric Power Co. have jointly
developed a system for storing electricity obtained during cheaper late-night hours as thermal
energy, making it available for climate control during the day, when power grids are often
overtaxed. The storage medium for the thermal energy is common dirt, keeping installation costs
as well as daytime power consumption down. Electricity providers need sufficient generation
capacity to handle peak demand; increased night-time use, by spreading consumption more evenly
throughout the day, lowers the number of generators needed and therefore leads to reduced
emissions of gases like carbon dioxide.

System Description

The thermal storage climate-control system is designed around the use of common soil as the heat
storage medium (Figure 8.27). The first such system was installed in spring 1997 in the city of
Kumamoto, Kyushu, where it is being used for the climate control of an indoor exercise ground’s
lounge area. Four layers of flexible 25-mm plastic water pipe, with a total length of 4800 m, are
buried up to one meter beneath the earth’s surface. Using electricity during late-night hours, when
costs are much lower, the system adjusts the temperature of the water running through the pipe,
cooling the surrounding earth to 10 ◦C in the summer and heating it to 45 ◦C in the winter. This
thermal energy is used to cool or heat the lounge during the daytime hours of high power usage.

The system actually uses 20% to 30% more electricity than a standard climate-control system.
But by switching its hours of power use from day (8:00 a.m. to 10:00 p.m.) to night (10:00 p.m. to
8:00 a.m.) under a discounted pricing scheme, the exercise ground pays only one-third to one-fourth
the normal rate for the electricity it converts into thermal energy.

The TES system occupies about 200 m2 (the same area as the lounge it is used to heat and cool).
A wall of thermal insulation surrounds the earth to a depth of 1.8 m; deeper than this, temperatures
remain quite stable, negating the need for an insulating layer at the bottom of the heat storage
area. The system has a low installation cost, as its relatively simple structure requires no laying
of concrete or other elaborate construction techniques. Moreover, the system occupies no more

Figure 8.27 The network of water pipes with TES for heating and cooling buildings (JIN, 2000)



458 Thermal Energy Storage

area than the space to be heated or cooled (it can be installed directly below the building, solving
problems of where to locate the climate-control unit).

Levelling Peak Electrical Loads

Once generated, electricity cannot be stored economically in large quantities. Power companies
must therefore install enough generating capacity to cover the highest peaks of consumption, which
occur at midday on the hottest days of summer. Recent years have seen rises in both household and
industrial power consumption, and demand has accordingly become more extreme. This system
sizing has led to the problems of excess capacity and inefficiency, as some generators are only
called into service for those few hours of peak usage during the summer, and lie idle for much of
the year. Also, the need for the capacity is forcing power providers to invest in new generating
plants that can be costly. Fossil fuel-based power plants have significant environmental impacts.
Nuclear power plants can be built almost anywhere, and have low GHG emissions, but antinuclear
movements often make the planning of new reactors difficult. So power providers are seeking
alternative means to reduce peak demand.

The soil-based thermal storage system, by transferring some demand to night-time hours, is seen
as a way to flatten the daytime peaks in electricity consumption and to bring about more constant
usage levels. This in turn improves the efficiency of existing power plants and reduces the need for
the construction of new capacity. Customers also benefit from lower power costs. Systems using
inexpensive electricity to chill water at night and use it to cool a building during the day were first
put to use in 1952. Similar systems that freeze the water and then use the transfer of heat as the ice
melts for daytime climate control have been on the market since 1995. This latter system proved
to be a significant step forward, since ice absorbs 10 times the thermal energy of liquid water for
its weight, and its use made possible a size reduction of such cooling systems.

Although these units may have grown smaller, they often require space on a building’s roof for
installation. They cost between 20% and 30% more to be installed than conventional air-conditioning
systems. Moreover, they become a less attractive option for small- to mid-sized buildings where
economies of scale cannot be obtained. These factors make a new thermal storage climate-control
system, which uses dirt as its medium, advantageous. With its low construction costs and min-
imal external space requirements, it is seen as likely to contribute to greatly expanded off-peak
power consumption by smaller buildings, and to more efficient energy consumption in Japan as
a result.

Further information can be found in JIN (2000).

8.7.2 The World’s First Passive Annual Heat Storage Home, MT

Passive annual heat storage (PAHS) is a method of collecting heat in the summer, by passively
cooling a home, storing the heat in the earth passively, and then returning that heat to the home
in the winter. PAHS includes extensive use of natural heat flow methods, and the arrangement of
building materials so as to direct heat from where it is produced to where it is needed, without
using machinery.

Use of PAHS has resulted in the creation of homes and other structures that are able to self-
maintain an internal temperature that varies only a few degrees up and down from a comfortable
average of about 20 ◦C. Such homes have actually been able to collect and save more energy than
they need for operation. Such homes have been built and operated successfully in the United States
(e.g., in Montana and Alaska), New Zealand, and Europe.

The goal of PAHS is to provide a method of building materials placement and construction
organization such that continuously comfortable environments are produced, which are able to
extract all of their energy needs from the natural environment without using any commercial
energy sources or mechanical devices and without causing disruption to global ecosystems.
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Figure 8.28 The PAHS residence (RMRC, 2000)

As of about 2000, a number of homes around the world had actually achieved full annual heat
storage. That is, they collect the heat and cool that the homes need for the winters and summers.
They thereby reduce energy consumption and sometimes provide a surplus of energy that is used
to provide partial domestic water heating and power to run heat recovery systems for fresh air.

The world’s first PAHS home (Figure 8.28) was built in the winter of 1980−1981 in Montana.
Through its first summer, the specially insulated earth around it extracted the summer heat from the
home, keeping it at a cool 18.5 ◦C on the lower floor and 23.5 ◦C on the second floor ceiling at the
dome’s zenith. The following winter, the home obtained its heating needs by conduction back into
the home. Although the ground gradually cooled off, by April, the home had not dropped below
19 ◦C. This cold climate building met all of its cooling and heating needs throughout the entire
year without the aid of either a furnace or air conditioner. The layout of building materials controls
temperature naturally on an annual basis. The dome’s shape was chosen because of its strength,
which is capable of supporting a load of earth over 1.22 m thick. The PAHS method, however, does
not require the use of a dome, but can be used with any earth-sheltered shape.

Further information on this project and its applications is available in RMRC (2000).

8.8 Other Case Studies
In this section, we include some case studies to illustrate and information on how it is possible
to extend TES from small- to macro-scale for various applications. Economic aspects relating
to the design, application, and operation of energy conversion systems has brought TES to the
forefront. Storage provisions are often required in an energy conversion system when the supply
of and demand for thermal energy do not coincide in time. Such TES systems have great practical
potential, permitting more effective use of thermal energy equipment and facilitating largescale
energy substitutions in an economic manner. The macrosystems considered here demonstrate how
a coordinated set of actions are often needed in several parts of the energy system for the maximum
potential benefits of TES to be realized.

8.8.1 Potential for TES in a Hotel in Bali

Rather than considering an existing TES, this case study considers an investigation to examine
the viability of implementing chilled water TES in a hotel in Bali, Indonesia. The primary intent
of the exercise is to improve the efficiency of energy resource use at the hotel, but benefits are
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also potentially realized that are economic and environmental in nature and that improve energy
security. The case study is based on an investigation reported recently by Susila, et al. (2009).

Bali is a small province island, with a dry-bulb temperature typically between 21 ◦C and 24 ◦C
during the day and between 27 ◦C and 30 ◦C during the night. Bali is currently connected by
a 190-MW Java–Bali undersea electrical power cable from another island. Another 374.8 MW
of electrical supply capacity is available from four local diesel power generation units, with the
largest and smallest capacities being 130 MW and 80 MW, respectively. Between the years 2000
and 2008, Bali has experienced stable growth in peak-hour electrical demand, averaging 5.7%
per year. The gap between peak demand and total capacity has decreased over this time period,
and the peak demand was 483 MW in 2008. Hence, the excess capacity was only 7.4%, after
accounting for distribution and transmission losses, which are on average 9.5% of input. The
growing power demand threatens to exceed supply capacity, and shutdowns due to disruptions or
maintenance greatly reduce the reliability of the power system. This situation could harm the tourism
industry significantly. Since 2007 Bali has been listed by the state electricity authority and enterprise
(PT.PLN/Perusahaan Listrik Negara) as a province that experiences power supply shortages.

Options to improve the situation have been considered. The government has limited resources
to build new power generation capacity, and received no response to an invitation to private sector
companies to participate in building new power generation systems. The lack of interest is partly
due to the fact that the government subsidized electricity price is such that the price to sell electricity
(0.05 $/kWh for households and between 0.05 and 0.1 $/kWh for the commercial sector) is lower
than production cost (normally between 0.08 and 0.14 $/kWh depending on the type of power
generation). Note that the monetary units used throughout this section are 2008 U.S. dollars. Cold
TES is an alternative option for reducing peak electrical demand (Roth et al., 2006), which is why
it was examined here for a hotel.

Description of Hotel and its Cooling System

To study the viability of applying chilled water storage (CWS), the NBH (Nusa Dua Beach) hotel,
which volunteered to be considered, is examined. This hotel has 401 guest rooms (including in-
house rooms), three restaurants, two kitchens, a luxury spa and health-club facility, laundry facilities,
and several meeting rooms. The hotel has a total air-conditioned floor space of 22,442 m2 and a
projected land area for gardens and landscaping of 64,500 m2. The land area is more than enough
to accommodate a CWS facility.

Three unit chillers provide cooling, which is typical of large hotels in Bali, which typically have
three or four unit chillers. Two unit chillers each have cooling capacities of 300 t and compressor
input power requirements of 147 kW. One standby chiller has a cooling capacity of 280 t and an
electrical power input of 2.6 kW along with a liquefied petroleum gas (LPG) burner that consumes
fuel at average rate of 40 kg/h. Although during normal operation, only chillers 1 and 2 operate
while chiller 3 is mostly in standby mode, when the hotel is full and meeting rooms are used, all
chillers are operated to cope with the cooling demand. A schematic of the air-conditioning system
is depicted in Figure 8.29, including the option for chilled water TES.

All chillers have similar accessories, that is, an 8.4-kW fan-motor cooling tower, a 13.7-kW
cooling tower circulation pump, a 21.8-kW chilled water supply pump, and a 21.8-kW chilled
water return pump. All chillers use variable speed drive control (VSD-C) that permits control of
compressor operation according to cooling load.

The hotel is observed to have an average cooling load over 24 h of 437 t and a cooling load
during peak hours of up to 600 t. The fact that the peak exceeds the average cooling load permits
the opportunity for TES. The hourly electrical load of the hotel over a typical day is shown in
Figure 8.30. In this figure, the base load without cooling is shown for information. The typical
building load with only chiller 1 operating is shown by the middle line. A typical electrical load
for the hotel during periods of high cooling loads is shown by the top line in Figure 8.30, where
it is seen that chiller 2 is operating to complement the first chiller.
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Figure 8.29 Schematic of the air-conditioning system of the NBH hotel. The center section is included when
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Figure 8.30 Electrical load for the NBH hotel for several cooling loads (for 70% room occupancy). Possible
TES operating phases are shown along the top of the diagram

Chilled Water TES Scenarios

Some options exist for using CWS for shifting the electrical load. In the conventional situation, both
chillers and their accessories are operating mostly during the peak hours (18:00 to 22:00), during
which time they require 425.4 kW of electrical power and consume 1701.6 kWh of electricity.

For the first scenario, an electrical partial load-levelling strategy is employed using a chilled
water TES capable of meeting part of the load (approximately 50%). Here, chiller 2 is turned off
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during peak hours (the region in Figure 8.30 labelled “discharge”), but is used to charge one unit
CWS tank for 5 h during low-demand hours (midnight until 5:00 in the morning, corresponding to
the region in Figure 8.30 labelled “charging”). During charging, chiller 2 consumes 1063.5 kWh of
electricity. The CWS circulation pumps operate during discharging to transport cool water from the
CWS tank to provide cooling to the hotel. These pumps require 43.6 kW of power and consume
174.4 kWh of electricity during this period.

For the second scenario, full-storage CWS is utilized. Here, both chillers 1 and 2 are turned off
during peak hours, and their function is offset by two CWS tank units. In this scenario, 425.4 kW
of electrical load (2 chillers at 212.7 kW) and 1811.2 kWh of electricity consumption (2 chillers at
905.6 kWh) are shifted from peak to off-peak hours. As a consequence, there is a new electrical
load of 87.2 kW and an electrical consumption of 348.8 kWh because of the operation of both the
CWS circulation pumps to transport chilled water during discharging, as well as a new electrical
consumption of 2127 kWh at off-peak hours (1 chiller at 212.7 kW over 10 h for charging, from
22:00 until 7:00).

To assess the economics of the TES scenarios, these electrical loads and consumptions, listed in
Table 8.7, are multiplied by their associated charge rates. The resulting billing rates are tabulated
and compared in Table 8.8. Further, an economic analysis is presented in Table 8.9.

The billing rate (electricity use and associated cost) of the NBH hotel for the conventional (or
base) case and the two TES scenarios are provided in Table 8.8. For the conventional case, it
can be seen that the costs for load connection, electricity consumption, disincentive, and tax for
street lighting represent 17%, 51%, 28%, and 4% of the total electricity bill, respectively. The
disincentive charge is applied if the hotel’s load connection (in kW) and electrical consumption (in
kWh) during peak hours exceed the threshold amount permitted by the state electricity authority. For
peak hours, the threshold for this hotel for load connection is 1090 kW (maximum permitted) and
the threshold electrical consumption is 56,250 kWh/month (maximum permitted). The disincentive
charge is strongly influenced by the use of chillers to cope with cooling demands during peak
hours, that is, 18:00 to 22:00 hours.

Several other important details are observed in Tables 8.7 and 8.8.

• The hotel has a contract load connection from the grid of 3465 kW, but the maximum load
connection actually achieved during peak hours is 1480 kW, or 43% of the contract amount.
Thus, almost 50% of contract load connection is not utilized but the hotel still has to pay for the
entire contracted load connection, leading to unnecessary costs.

• Use of the 50% partial-storage CWS in scenario 1 could reduce the load connection by 169 kW
(11.4% of the actual load connection) and electrical consumption by 20,292 kWh/month (15.4%
of the actual consumption for the conventional case) during peak hours. Also, this scenario shifts
to nonpeak hours an additional electrical consumption of 31,905 kWh/month (5.9% of electrical
consumption during nonpeak hours). Therefore, this scenario could potentially reduce the total
monthly electricity bill from $64,250 to $60,296, for a savings of $3,954.

• Use of the full-storage CWS in scenario 2 could reduce the load connection by 338 kW (22.8%
of the actual load connection) and electrical consumption by 40,548 kWh/month (30.7% of the
actual consumption) during peak hours. This scenario also shifts to nonpeak hours an electrical
consumption of 63,810 kWh/month (11.8% of nonpeak consumption), and could reduce the total
monthly electricity bill by up to $11,599.

Note that, although both scenarios lead to financial savings, they do not reduce overall elec-
tricity consumption. The overall electricity consumption by the hotel is observed, as shown in
Table 8.7, to increase by 11,613 kWh/month (31,905 − 20,292) for 50% partial storage and by
23,226 kWh/month (63,810 − 40, 584) for full storage. This increase is mainly attributable to the
additional consumption of having the CWS circulation pumps operating for longer periods (during
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Table 8.7 Electricity use data for two TES scenarios for the NBH hotel for September 2008 (based on a
70% occupancy rate)

Quantity Base case 50% partial-storage scenario Full-storage scenario

Value Change % change Value Change % change

Contract load connection (kW) 3,465 3,465 3,465
Actual load connection, peak

hours (kW)
1,480 1,311 −169 −11.4 1,142 −338 −22.8

Actual electricity
consumption, peak hours
(kWh/month)

132,000 111,708 −20,292 −15.4 91,416 −40,584 −30.7

Electricity consumption,
nonpeak hours (kWh/month)

540,000 571,905 31,905 5.9 603,810 63,810 11.8

Note: Change and percentage change indicate the difference in the value for the scenario relative to the
base case.

Table 8.8 Monthly electricity cost data for two TES scenarios for the NBH hotel for September 2008 (based
on a 70% occupancy rate)

Quantity Base case 50% partial-storage Full-storage scenario
scenario

Cost Portion of Cost Portion of Cost Portion of
($) total cost for ($) total scenario ($) total scenario

case (%) cost (%) cost (%)

Load connection cost 10,932 17 10,932 18 10,932 21
Consumption cost 32,625 51 34,220 57 35,816 68
Disincentive charge 18,154 28 12,793 21 3,916 7
Tax street lighting 2,539 4 2,351 4 1,987 4
Total electricity bill 64,250 100 60,296 100 52,651 100

charging and discharging periods), and to the fact that there is little difference between dry-bulb
temperature during peak hours (25−27 ◦C) when chillers are shut and after midnight (21−24 ◦C)
when chillers are charging the CWS.

For cold TES technology where water is used as the storage medium, we need to calculate the
volume of CWS tank required to offset the cooling load of each chiller during discharging. Susila
et al. (2009) determined the size of CWS tanks to be 757 m3 for partial storage and 1514 m3 for
full storage.

An economic analysis of the TES scenarios is presented in Table 8.9. For the partial- and full-
storage scenarios, respectively, the net present value (NPV) balance at the end of the analysis period
is found to be $213,840 and $861,526, and the payback period to be 3 years and 2 years. The annual
net saving for the full-storage scenario ($139,200) is determined to be almost three times greater
than that for the partial-storage scenario ($47,448), but the initial capital cost is only two times
greater (i.e., $250,000 versus $125,000). From an economic perspective, both payback periods
are reasonable and worthy of further investigation leading to implementation, but the full-storage
scenario appears to be somewhat advantageous.
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Table 8.9 Economic analysis of the use of chilled water TES for the NBH hotel

Quantity Conventional 50% partial- Full-storage
(base) case storage scenario scenario

Financial and technical parameters
Annual interest rate to borrow capital (%) 10 10 10
Annual discount rate for incurred savings and costs (%) 8 8 8
Service lifetime (analysis period) (years) 15 15 15
Minimum volume of CWS tank (m3) – 757 1,514
Costs ($)
Capital cost for CWS (tank and piping) construction – 100,000 200,000
Capital cost for CWS circulation pumps – 25,000 50,000
Annual interest payment on bank loan capital – 5,000 10,000
Billing rate per month 64,250 60,296 52,651
Billing rate per year 771,000 723,552 631,812
Net billing rate per year due to applying CWSa – 47,448 139,200
Operating, maintenance, and repair cost per year 24,000 26,000 28,000
Incremental operating, maintenance, and repair cost per year

due to applying CWSa

– 2,000 4,000

Salvage value (10% of capital cost of CWS circulation
pumps)

– 2,500 5,000

Net present values (NPVs) ($)
NPV of capital cost (bank loan) – −125,000 −250,000
NPV of interest payment on capital (bank loan) – −106,998 −213,997
NPV of energy savings on billing rate due to applying CWS – 464,635 1,363,117
NPV of marginal operating, maintenance, and repair cost – −19,585 −39,170
NPV of salvage value – 788 1,576
NPV (overall) 0.0 213,840 861,526
Economic viability
Payback period (years) – 3 2

aAssumes an annual escalation rate of 2%.

Extension to Other Hotels in Bali

In a broad sense, if CWS is applied to all 41 hotels in Bali that use chillers for central air-
conditioning, the total shifted power demand during peak hours, estimated by prorating the results
obtained here for the NBH hotel, would be between 4.0 MW using 50% partial storage and 7.9 MW
using full storage. TES would allow the hotels to reduce their energy costs and improve their
competitiveness. Reducing peak power demand would also improve the reliability of electrical
supply of Bali by reducing the gap between available electrical capacity and electrical power
demand during peak periods. This demand shift would allow local diesel power generation units to
reduce their operation during peak hours and associated emissions from burning diesel fuel. From
an environmental perspective, therefore, TES utilization would permit the hotels to reduce their
emissions of CO2 and other pollutants emitted by diesel generators.

Further information on this study is presented by Susila et al. (2009).

8.8.2 Integrated TES Community System: Drake Landing Solar
Community

As energy costs and concerns and actions regarding environmental harm increase, we are seeing
the development of increasing numbers of integrated energy systems, usually with the objective of



Thermal Energy Storage Case Studies 465

improving energy sustainability. Such systems incorporate multiple energy technologies and often
involve renewable energy options. In line with this trend, numerous systems incorporating TES are
now doing so in conjunction with renewable and other advanced energy technologies.

The Drake Landing Solar Community (DLSC), located in Okotoks, Alberta, Canada (25 km south
of Calgary) and completed in March 2006, is a highly cited example of TES used in a community
energy system in conjunction with several other sustainable energy technologies, including solar
energy, district heating, and heat pumps. In DLSC, 52 low-rise detached homes, located on two
streets running east–west, are supplied with space heating and hot water. The average house size is
138 to 151 m2 (1490 to 1630 ft2) based on gross floor area, and each has a detached garage in the
back facing a lane. The garages are joined by a roofed breezeway, with the roof structure extending
the length of each of the four laneways and providing a platform for the solar collectors. The 52
homes in DLSC are located within a 835-home subdivision.

The DLSC project is intended to demonstrate the feasibility of replacing substantial residential
conventional fuel energy use with solar energy, collected during the summer and utilized for space
heating during the following winter, in conjunction with seasonal TES.

Energy System and its Operation

Although complex, the DLSC energy system is illustrated with a simplified schematic in Figure 8.31.
The primary components of the system and their operation are described here. Additional details
are available elsewhere (McClenahan et al., 2006; Wong et al., 2006; Sibbitt et al., 2007).

Over 800 solar collectors are mounted on top of garages in the DLSC, covering nearly 2300 m2.
There are four rows of garages with two rows of collectors per garage. A photograph showing
one row of houses and garages covered with solar collectors is presented in Figure 8.32. Glycol (a
mixture of water and antifreeze) is used as the heat transport fluid for conveying thermal energy
from the solar collectors through a network of insulated pipes to the Energy Centre, a 2500 ft2

building connecting the various distributed systems of the network and containing two short-term
storage tanks.

Detached garages with
solar collectors on the roofs

Solar
collector loop

Energy Centre
with short-
term thermal
storage tanks

Borehole seasonal
{long-term) thermal
storage

District heating loop
(below grade) connects
to homes in community

Two-storey
single-family homes

Figure 8.31 Simplified schematic of the principal energy components in the DLSC (Courtesy of DLSC).
Source: “The Drake Landing Solar Community Project – Early Results.” B. Sibbitt, T. Onno, D. McClenahan,
J. Thorton, A. Brunger, J. Kokko, B. Wong, Natural Resources Canada, 2007. Reproduced with the permission
of the Minister of Natural Resources Canada, 2010.
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Figure 8.32 Photograph of one row of houses and garages covered with solar collectors in the DLSC (Courtesy
of DLSC). Source: “The Drake Landing Solar Community Project – Early Results.” B. Sibbitt, T. Onno, D.
McClenahan, J. Thorton, A. Brunger, J. Kokko, B. Wong, Natural Resources Canada, 2007. Reproduced with
the permission of the Minister of Natural Resources Canada, 2010

At the Energy Centre, a heat exchanger transfers thermal energy from the solar collector loop
to two 125,000-L steel tanks containing a volume of 240 m3 of water, which act as short-term
storages (see Figure 8.33). Hot water from the tanks can be transferred directly into a district
heating network connecting the DLSC homes. During warmer months, hot water from the tanks is
circulated to a series of pipes located within boreholes beside the Energy Centre under a corner
of a neighborhood park. This borehole thermal energy storage (BTES) stores heat collected in the
spring and summer for subsequent use in winter. Covered with a layer of insulation beneath the
topsoil, the BTES has 144 boreholes that are 35 m deep and linked in 24 parallel circuits, each with
6 boreholes in series. The six boreholes in series are arranged in a radial pattern (see Figures 8.34
and 8.35). Water flows from the center to the outer edge when charging the BTES with heat, and
from the edge toward the center when recovering heat, maintaining the highest temperature near
the center. Heat from the pipes is transferred through a series of U-shaped pipes (see Figure 8.34)
to the surrounding earth, raising its temperature to a peak of approximately 40−50 ◦C. During
winter, water at approximately 80 ◦C from the boreholes is transferred by the heat exchanger to
the district energy network for circulation to homes. The Energy Centre distribution network has
additional auxiliary systems, including a natural gas-fired hot water boiler for peaking requirements
during winter and a separate cooling system for the solar collector loop. Pumps for the collector
and district heating loops use variable speed drives to reduce electrical power consumption while
managing varied thermal power levels.

The short-term TES tanks in the Energy Centre act as a buffer between the collector loop, the
district energy loop, and the BTES field, receiving and discharging thermal energy as necessary.
The short-term TES tanks support the system operation by being able to receive and discharge heat
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Figure 8.33 Schematic of the DLSC Energy Centre, showing the heat exchanger, the solar collector loop, and
the two short-term storage tanks. Some typical temperatures for the heat transport fluids are shown (Courtesy
of DLSC). Source: “The Drake Landing Solar Community Project – Early Results.” B. Sibbitt, T. Onno, D.
McClenahan, J. Thorton, A. Brunger, J. Kokko, B. Wong, Natural Resources Canada, 2007. Reproduced with
the permission of the Minister of Natural Resources Canada, 2010
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Figure 8.34 Borehole thermal energy storage at DLSC. Layout of the 144 boreholes in 24 parallel circuits, each
with six boreholes joined in series and laid out radially (a); U-shaped pipes that descend in each borehole 35 m
(b) (Courtesy of DLSC). Source: “The Drake Landing Solar Community Project – Early Results.” B. Sibbitt,
T. Onno, D. McClenahan, J. Thorton, A. Brunger, J. Kokko, B. Wong, Natural Resources Canada, 2007.
Reproduced with the permission of the Minister of Natural Resources Canada, 2010
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Figure 8.35 Construction photograph of the DLSC borehole thermal energy storage showing piping joining
the boreholes in a radial configuration (Courtesy of DLSC). Source: “The Drake Landing Solar Community
Project – Early Results.” B. Sibbitt, T. Onno, D. McClenahan, J. Thorton, A. Brunger, J. Kokko, B. Wong, Natu-
ral Resources Canada, 2007. Reproduced with the permission of the Minister of Natural Resources Canada, 2010

at a much greater rate than the BTES storage, which has a much higher thermal storage capacity.
The need for this tandem use of short- and long-term storage can be observed in two main ways:

• During periods of high insolation, the BTES cannot receive energy as quickly as it can be
collected, so it is temporarily stored in the short-term TES tanks and subsequently transferred to
the BTES at night.

• When heat cannot be discharged from the BTES sufficiently quickly to meet winter peak heating
demands, usually in early mornings, the situation reverses. Then heat is continually removed
from the BTES and stored in the short-term storage tanks if not immediately needed.

DLSC homes are certified to Natural Resources Canada’s R-2000 standard, incorporating such
features as upgraded insulation and heat recovery ventilation. Each home has a low-temperature air
handler that blows air across a warm fan coil, where it is heated and then transferred throughout
the home via standard air ducts. The integrated air handler and heat recovery ventilator consists of
a water–air heat exchanger that provides forced-air heating and fresh air.

Domestic hot water is supplied by a separate two-collector solar energy system, backed up with a
high-efficiency gas-fired water heater. A layout of the DLSC energy distribution system is illustrated
in Figure 8.36.

Key Energy Components

The DLSC has five main components:

• Solar thermal collectors. During a typical summer day, the approximately 800 single-glazed
flat-plate solar panels organized in four rows on the garages generate 1.5 MW of thermal power.
The solar panels are linked via an insulated underground pipe carrying a glycol solution to the
Energy Centre.
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Figure 8.36 Layout of the DLSC energy distribution system, showing the 52 houses, the Energy Centre, and
the borehole thermal energy storage field (Courtesy of DLSC). Source: “The Drake Landing Solar Community
Project – Early Results.” B. Sibbitt, T. Onno, D. McClenahan, J. Thorton, A. Brunger, J. Kokko, B. Wong, Natu-
ral Resources Canada, 2007. Reproduced with the permission of the Minister of Natural Resources Canada, 2010

• Energy Centre. The solar collector loop, the district heating loop, and the BTES loop pass
through the Energy Centre, which contains the two 120 m3 short-term heat storage tanks, the
back-up gas boiler, and most of the mechanical and electrical equipment (pumps, heat exchangers,
controls, etc.).

• District heating system. Heated water is transported from the Energy Centre to the DLSC
homes through insulated underground piping. At each home, the heated water passes through an
air handler located in the basement, which avoids the need for a conventional furnace, warming
air that is then distributed throughout the house via ducting. The network capacity is 4.5 MW
and the annual heat demand per house is 50 GJ.

• BTES system. The underground seasonal BTES system stores large quantities of solar heat
collected in summer for winter use. Solar-heated water is pumped to the center of the BTES and
its 144 boreholes. The heat transferred to the surrounding soil and rock raises its temperature by
the end of summer to about 80 ◦C.
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• Solar domestic hot water. Hot water is produced by a self-regulated, separate solar domestic
hot water system using rooftop solar panels. Natural gas-based hot water units supplement hot
water demands when solar energy is not available and act as backups.

Benefits

For the homes in DLSC, 90% of heating and 60% of hot water needs are designed to be met
using solar energy. Annually, each home uses approximately 110.8 GJ less energy and emits about
5.65 t fewer GHGs than a conventional Canadian home (see Table 8.10). Thus, the DLSC avoids
about 260 t of GHG emissions annually. Each DLSC home is about 30% more efficient than
conventionally built houses and is expected to use 65–70% less natural gas to heat water than a
conventional new home.

Note that large seasonal TES systems require a significant time to charge since the storage
medium must be heated up to a minimum temperature before any heat can be extracted. Hence, it
is anticipated that by the fifth year of operation, the system will reach a 90% solar fraction, defined
as the ratio of the amount of energy provided by the solar technologies to the total energy required.

Economics

The Drake Landing system had an initial start-up capital of $7 million (Canadian), including
$2 million from federal government agencies, $2.9 million from the Green Municipal Investment
Fund of the Federation of Canadian Municipalities, and $625,000 from Innovation Program agencies
of the government of Alberta. But the cost to repeat this project is estimated to be $4 million, as
those involved in the project feel that the $7 million project cost included a significant amount

Table 8.10 Comparison of annual energy use and GHG emissions for a Drake Landing Solar
Community home and a conventional (baseline) home, for space and domestic hot water heating

Quantity Conventional DLSC Reduction for DLSC relative
(baseline) home home to conventional homea

Energy use (GJ)
• Space heating
– Natural gas 100 6 94
– Solar energy 0 62 –
– Total 100 68 32
• Water heating
– Natural gas 26 9 17
– Solar energy 0 9 –
– Total 26 18 8
• Space and water heating
– Natural gas 126 15 111
– Solar energy 0 71 –
– Total 126 86 40
Greenhouse gas emissions (t)
• Space heating 5.1 0.3 4.8
• Water heating 1.3 0.5 0.9
• Space and water heating 6.4 0.8 5.7

aSavings in rows labelled “Natural gas” reflect reduction in natural gas use for DLSC home with
respect to the baseline home. Savings in rows labelled “Total” reflect the reduction in energy
required and thus reflect savings because of conservation measures in the DLSC homes.
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of one-time research and development expenses that would not be necessary if the project were
replicated in another community.

The optimal size for such a community has been estimated based on economies of scale and
data for 2008 to be a minimum of 200 to 300 homes. The system would be the same except that
more boreholes would be required.

It is noted that the use of a low-temperature hot water system permitted the capital cost of piping
to be reduced.

The DLSC houses sold for an average of $380,000 (in Canadian dollars). DLSC homeowners
receive a monthly solar utility bill for heating of $60 on average.

8.8.3 The Borehole TES System at the University of Ontario Institute
of Technology

A BTES system is utilized at the University of Ontario Institute of Technology (UOIT) in Oshawa,
Ontario, Canada. The UOIT campus, which opened in 2003 and is still growing, has about 6000
students. The campus includes seven buildings, most of which are designed to be heated and
cooled using ground-source heat pumps (GSHPs) in conjunction with the BTES, with the aim of
reducing energy resource use, environmental emissions, and financial costs. Besides being a critical
component of the university’s heating and cooling system, the borehole TES is used for research
and student education.

The borehole TES system at UOIT is one of many types of underground TES that have been
used or investigated (Sharma et al., 2009; Sanner et al., 2003). Although some underground TES
applications exist in Canada, such as those at Scarborough Centre in Toronto, Carleton University
in Ottawa, the Sussex Hospital in New Brunswick, and the Pacific Agricultural Centre in Agassiz,
BC (International Energy Agency (IEA), 2009), the UOIT borehole TES is unique in Canada in
terms of the number of holes, capacity, and surface area. Also, the UOIT BTES field is the largest
and deepest in Canada, and the geothermal well field is one of the largest in North America. Large-
scale storage systems, comparable to the UOIT one have been implemented at Stockton College in
New Jersey and in Sweden (International Energy Agency (IEA), 2009).

With the UOIT system, energy is upgraded by heat pumps for heating, that is, heat is taken from
the ground at low temperature and transferred at a higher temperature to the building. Alternatively,
the ground can absorb energy and be increased in temperature using the heat pump in its cooling
(reverse) mode. The UOIT facility is an integrated system, in that it combines an energy resource
(the ground) with a system to exploit this energy (the heat pump, HVAC, and distribution equipment
and related devices) and a specialized interface (ground-based heat exchangers and storages). The
UOIT BTES system has 384 boreholes each 213-m deep. The system uses GSHPs to attain the
desired temperatures. A glycol solution, encased in polyethylene tubing, circulates through an
interconnected, underground network. During the winter, fluid circulating through tubing extended
into the wells collects heat from the earth and carries it into the buildings. In summer, the system
reverses to extract heat from the building and place it in the ground. Thus, the BTES provides for
both heating and cooling on a seasonal basis. The system is illustrated in Figure 8.37.

The design of UOIT system was deemed beneficial in the Canadian context. In Canada, the
building sector (commercial, institutional, and residential) accounts for 31% of total secondary
energy use and 28% of GHG emissions (Caneta, 2004; Hanova and Dowlatabadi, 2007; Caneta,
2003; Marbek, 1999). Space heating dominates, accounting for 56% of this energy use and a
similar proportion of the GHG emissions. Also, the demand for air-conditioning is significant and
has in recent decades increased greatly (by 80% since 1990). This increase is likely attributable to
increased living standards and higher internal heat gains in buildings, and may become greater in
the future because of climate change effects. Air-conditioning is now responsible for peak electrical
demand during the summer in many regions in Canada, particularly Ontario.
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Figure 8.37 Borehole thermal energy storage system at UOIT, showing boreholes below university buildings

GSHPs have gained significant market shares in countries such as Japan and Sweden, and other
countries with similar climatic conditions (Forsen, 2005; Halozan, 2008; Nordell and Ahlstrom,
2007). For instance, there are approximately 300,000 GSHP installed in Sweden with an annual
growth rate of 30,000 units. The systems delivered 16% of all space heating in Sweden in 2000
and this percentage was expected to increase to 27% in 2010. The Canadian market remains
largely untapped, with only 3150 units installed in 2006 according to a survey by the Canadian
GeoExchange Coalition (2007). Research is needed to increase utilization (Marbek, 1999; Spitler,
2005), and several investigations aimed at improving GSHP technical and economic performance
and developing alternative configurations were reported at the International Energy Agency’s 2008
International Heat Pump Conference (Halozan, 2008).

Hydrogeology at Site

The hydrogeologic setting at the vicinity of the site has over 40 m of unconsolidated overburden
deposits overlying shale bedrock, and groundwater resources in the Oshawa area are limited to
isolated, thin sand deposits (Beatty and Thompson, 2004). Test drilling programs were carried
out to determine the feasibility of thermal storage in the overburden and bedrock formations
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at the UOIT site, and in-situ tests were conducted to determine the groundwater and thermal
characteristics. It was determined that the overburden comprises layers of glacial till, clay, silt,
and silty fine sand, and that no water-bearing sand deposits exist in 44 m of deposits. Two
Paleozoic sedimentary bedrock formations were present: 14 m of shale and 142 m of limestone.
The limestone formation is almost impermeable and is encountered from 55 m to 200 m below the
surface, as shown in Figure 8.38. The background temperature of the geologic formations at the
site is 10 ◦C. The homogeneous, nonfractured rock is well suited for TES since little groundwater
flow exists to transport thermal energy from the site.

0 m

FILL

OVERBURDEN

SHALE

LIMESTONE

Water Level
13.5 m

42 m

56 m

200 m

Figure 8.38 Illustration of four boreholes and the ground composition and geology for the UOIT BTES
system
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BTES System

The total cooling load of the campus buildings was anticipated to be about 7000 kW. The thermal
conductivity for the geologic media encountered in a test well was found to be about 1.9 W/m K
(Beatty and Thompson, 2004). Using the thermal conductivity test results, it was determined that
a field of about 370 boreholes, each about 200 m in depth, would be required to meet the energy
service needs. In addition, five temperature-monitoring boreholes were installed.

The total drilling length for the project was about 75 km. The borehole drilling was carried out
using three drilling rigs, operating 24 h per day. Design changes were made to the borehole heat
exchangers (BHEs) as a result of the lack of groundwater flow in the rock. The Swedish practice of
water-filled BHEs was utilized instead of the North American practice of grouted BHEs. Water-filled
BHEs improve the efficiency of U-tube installation and extend the life of the boreholes.

In the system, over 150 km of polypropylene tubing routes water down the borehole depth.
Steel casing was installed in the upper 58 m of each borehole to seal out groundwater in the
shallow formations.

A site view during construction of the well field of the BTES system at UOIT, showing the grids
of boreholes and piping that interconnect them, is shown in Figure 8.39. Here, uncapped well heads
show up as black dots. Ten-centimeter (four-inch) piping runs from the wells into the mechanical
corridors that circle the field. The BTES field occupies the central courtyard of the UOIT campus.
The field is divided into four quadrants in order to optimize seasonal energy storage. The BHEs are
located on a 4.5-m grid and the total field is about 7000 m2 in area. The BTES field has a volume
of approximately 1.4 million m3, and contains 1.7 million tonnes of rock and 0.6 million tonnes
of overburden.

Figure 8.39 View of construction of the UOIT borehole thermal energy storage system, showing the grid of
borehole headers and interconnecting piping
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Start-up of the system occurred during the summer of 2004. Monitoring of the fluid and energy
flow in the first few years of operation has been required to optimize the long-term performance
of the BTES system. A string of temperature probes in each of the five monitoring wells monitor
the thermal store within and outside the BTES field.

BTES Field Construction and Borehole Heat Exchanger Installation

A good description of the construction of the BTES field at UOIT and the installation of the BHEs
is provided by Beatty and Thompson (2004), and is drawn on extensively in this subsection.

Before borehole drilling, approximately 2 m of soil was removed to create a level base for the
BTES field. A 0.3-m layer of crushed stone was placed over the glacial till soils to provide a
working base for the heavy drilling rigs and a drainage layer for precipitation and drilling fluids.

Drilling, using three Ingersoll Rand Model T-90 drilling rigs, was carried out from mid-July to
the end of October 2003, on a 24-h per day and 7-day per week basis. Three to four boreholes were
drilled daily by six two-person crews working 12-h shifts. Average hourly drilling rates of about
15 m were achieved, using two drilling techniques to accommodate the nature of the site geology:

• Hydraulic mud rotary drilling was used in the upper 56 m of overburden and shale.
• For drilling in the limestone, an air-driven down-the-hole hammer was used, in which high-

pressure air is supplied to a drill bit through the drill string to remove the drill cuttings.

Steel casings of 150-mm diameter with threaded couplings were seated about 1.5 m into the
limestone bedrock of each borehole. To prevent downward seepage of surface drainage, the surface
annulus around each casing was sealed with bentonite grout.

The borehole drilling was inspected daily for stratigraphy and groundwater conditions in the bore-
holes, and to confirm borehole depths. About 10% of the boreholes were video-logged to evaluate
the borehole plumbness and examine the limestone formation for fractures and groundwater seepage.
The inspections indicated that the geologic conditions throughout the BTES are homogeneous.

At the completion of drilling, the boreholes were left dry and were ready for the installation of
the BHEs. The water level recovery rate was monitored in three of the 200-m deep observation
wells, and averaged only about 2 cm per day over a 200-day period. This low value corresponded
to the low groundwater flow in the rock, which was consistent with the video-log observations of
few fractures or fissures in the limestone.

BHEs are manufactured, installed, and operated in a relatively standardized manner today. In each
borehole, a polyethylene U-tube is normally installed through which a heat-transfer fluid circulates,
and the main design variations are the type of heat-transfer fluid (water or antifreeze) and the
borehole filling material (water or grout). Water-filled boreholes were used in the UOIT system,
resulting in several cost savings over conventional U-tubes. U-tube installations lagged drilling
operations by about 6 weeks, allowing separate material storage and working areas for each task.
The UOIT U-tube, made of high-density polyethylene tubing with a 32-mm inner diameter, was
delivered to the UOIT site in large reels of 2100 m rather than the smaller, custom-length reels
normally supplied for individual boreholes. The long reels, which were pressurized and sealed with
fusion caps, reduced the size of on-site material storage areas and the time required for U-tube
installation. The heat exchanger tubing remained sealed until insertion in each borehole.

During U-tube installations, 2-cm-diameter iron sinker bars with a mass of 90 kg were attached to
the bottom 20 m of the U-tube to counteract the buoyancy of the tubing in the water-filled borehole.
As the 200-m long U-tube assembly was inserted into each dry borehole (see Figure 8.38), the
U-tube and the borehole were simultaneously filled with treated water from the local water supply
system. Fusion caps were installed on the pipe ends to prevent entry of any surface water or debris.
The 370 U-tube installations were done by a four-man crew over 50 days and the U-tube daily
installation rate was about 6000 m. A borehole and its U-tube heat exchanger are illustrated in
Figure 8.40.
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Figure 8.40 Cross section of borehole and U-tube borehole heat exchanger

After installation, each heat exchanger assembly was pressure tested by pressurizing the water
in the U-tube with compressed air to at least 690 kPa and maintaining the pressure for 1 h. The
U-tube was deemed leak-free if little pressure was lost at the end of the 1-h test period. Two of the
370 installed U-tubes exhibited excessive pressure loss due to leakage at the U-band fusions and
were replaced.

After the heat exchangers were installed and tested, each borehole was topped up with municipal
water and an air-tight sanitary well seal was placed on top of the borehole casing. A custom-made
steel cap was then installed over the sealed U-tube extensions, to protect against damage from
vehicles prior to connecting the U-tubes to the horizontal distribution pipes. After connection of
the heat exchanger tubes to the horizontal distribution pipes, the BTES field was backfilled with
about 2 m of clean fill. The casings on the six temperature-monitoring wells and one of the heat
exchange boreholes were extended up to the final grade level to permit easy access, for future
instrumentation and monitoring or other purposes.

Ground-Source Heat Pump and HVAC System

A GSHP system is the central part of the UOIT mechanical complex, and incorporates the BTES.
The university buildings are linked to a central plant by a carefully arranged lattice of wells and
transfers that is serviced through a tunnel that circumvents the field.

Chillers are used to pump energy from the buildings into the TES. The chillers are run only
in the cooling mode, their primary purpose being cooling. The other heat pump modules assist in
this cooling load. Chilled water is supplied from two chillers, each having seven 90-t modules, and
two sets of heat pumps with seven 50-t modules each. The 90-t modules are centrifugal units with
magnetic bearings that allow for very good part-load performance. The condensing water passes to
the BTES field. The field retains the condensing heat for use in the winter (when the heat pumps
reverse) and provides low-temperature hot water for the campus. All but a few services use this low-
temperature (53 ◦C) hydronic heat. Each building is hydronically isolated with a heat exchanger, and
has an internal distribution system. Supplemental heating is also provided by condensing boilers.

In autumn, energy is reclaimed from the BTES field, and the return water is hot enough to be
used in a “free-heating” application (without having to use the heat pumps).

The circulation pumps are installed in banks, with rotating duty cycles. This is to ensure contin-
uous availability even in the case of failures.
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All the motors are controlled by the central control system and have variable frequency drives,
which electronically control the frequency of the electrical supply and vary the motor rotational
speed. The net effect is a pump with continuously variable and controllable flow rates. This approach
permits the heat-transfer characteristics for the chillers and heat pumps to be optimized.

Air-handling units condition, filter, and feed the air to the rooms. Air is monitored for temperature,
humidity, and CO2. The CO2 concentration is used to meter the amount of outside fresh air required.
This outside air is preheated using heat from the exhaust air.

A flow chart for the BTES system is presented in Figure 8.41, and the technical specifications
of the chiller and two heat pumps, each having seven modules, are listed in Table 8.11. Further
information on UOIT’s BTES system can be found elsewhere (Beatty and Thompson, 2004).
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Figure 8.41 Schematic flow diagram of the BTES and related equipment at UOIT

Table 8.11 Design values for the heat pumps

Total energy loads (kW)
• Heating 1386
• Cooling 1236
Temperatures (◦C)
• For heating
– Load water: entering/leaving water temperatures 41.3/52
– Source water: entering/leaving water temperatures 9.3/5.6
• For cooling
– Load water: entering/leaving water temperatures 14.4/5.5
– Source water: entering/leaving water temperatures 29.4/35
COPdesign

• Heating 2.8
• Cooling 4.9
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Efficiency

Historical data are being analyzed to determine the efficiency of the BTES system, but is not yet
available. Nonetheless, the behavior of the system heat pumps can be examined by considering three
types of COP: conventional, exergetic, and Carnot. Conventional COP (or “energy efficiency”) of
the heat pump can be expressed as follows:

COPactual = Q̇h

Ẇcomp

where Q̇h is the heating load rate and Ẇcomp is the work input rate to the compressor. The Carnot
COP is the maximum heating COP, based on a Carnot (ideal) heat pump system operating between
low- and high-temperature reservoirs at TL and TH , respectively, and is given by

COPCarnot = TH

TH − TL

An exergetic COP (i.e., efficiency ratio) can be written as

COPexergetic = COPactual

COPCarnot

The variation of these three COPs with the exit temperature of the heat pump (or supply temperature
of the heat distribution system) in the heating mode is illustrated in Figure 8.42 for a typical set of
conditions. Normally, in heating systems, the supply temperature of the heat distribution network
plays a key role in terms of exergy loss. This temperature is determined via an optimization
procedure since increasing the supply temperature reduces the investment cost for the distribution
system and the electrical energy required for pumping stations, but increases heat losses in the
distribution network.
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Figure 8.42 Variation of COP with heat pump supply temperature
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It is demonstrated in Figure 8.42 that raising the supply temperature increases the exergy effi-
ciency of the heat pumps and hence the overall system. Other points to be considered in the design
include the effect of outdoor conditions on the return temperature of the heat distribution network,
the type of users connected to the system, and the characteristics of the heating apparatus. Also,
in the heat exchanger design, a certain temperature difference is desired depending on the type of
heat exchanger to be used. But, decreasing the supply temperature increases the size of building
heating equipment. Oversizing leads not only to increased cost but also to greater exergy destruction
because of unnecessarily increased irreversibilities in pumping, pipe friction, and so on.

Economics

The BTES system is designed to be economically beneficial. Annual energy savings are reduced
using the BTES system by 40% for heating and 16% for cooling. The simple payback period for
the geothermal well field was 7.5 years when the system was designed, while the simple payback
period for the high-efficiency HVAC equipment was 3–5 years.

The system also yielded other indirect financial benefits, including the following:

• reduced boiler plant costs;
• reduced use of potable water (23 million liters annually);
• reduced use of chemicals for the treatment of water;
• eliminated costs for roof cooling towers and associated building support.

The main challenge was convincing decision makers that the higher initial capital cost for
high-efficiency HVAC equipment and the geothermal field was justified and would be repaid in a
reasonable time frame and save the university money thereafter.

Other Efficiency Measures

The BTES system is one of the numerous efficiency and environmental measures installed in the
UOIT facilities. Others include green roofs (areas of vegetation planted directly on a roof) that help
cool buildings, extend a roof’s life by slowing heat-related deterioration of buildings, and mitigate
storm-water runoff; surface water retention cisterns; high levels of insulation in walls and windows;
solar reflective windows that allow daylight to pass through but filter out solar heat and reduce
air-conditioning loads; a high level of building automation that controls HVAC systems as well as
lighting, security, fire safety, and other systems; and use of low environmental-impact materials in
construction. As a consequence, the energy, environmental, and economic benefits attributable to
using of BTES are less than would be the case if BTES were the only efficiency measure applied.
Nonetheless, designers determined that it was worthwhile to utilize BTES at UOIT.

8.9 Concluding Remarks
A wide range of case studies drawn from reports in the literature and elsewhere are presented
here. Included are CTES systems using chilled water, ice, and PCMs, as well as sensible and
latent TES systems for heating capacity. The case studies demonstrate how TES is normally not
addressed in an isolated manner, but as a part of the overall energy infrastructure for a facility. The
applications represented by these case studies also vary widely, and include institutional facilities,
such as government and educational buildings, commercial facilities, industrial plants, and such
broader uses as part of a DHC network.

Each TES system and installation has its own advantages and disadvantages. The energy
sources represented also vary widely, ranging from conventional fuels to solar energy. The case



480 Thermal Energy Storage

studies demonstrate in many different ways how TES is an efficient and effective way of storing
thermal energy.
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Study Questions/Problems
8.1 For a liquid water-based CTES case study in this chapter, explain qualitatively how TES is advan-

tageous. Determine quantitatively the benefits, considering such parameters as efficiency, energy
utilization, fuel substitution, load shifting, economics, environment, and so on.

8.2 Repeat Problem 8.1, but for an actual liquid water-based CTES system in your jurisdiction or a
nearby location.

8.3 For an ice-based CTES case study in this chapter, explain qualitatively how TES is advantageous.
Determine quantitatively the benefits, considering such parameters as efficiency, energy utilization,
fuel substitution, load shifting, economics, environment, and so on.
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8.4 Repeat Problem 8.3, but for an actual ice-based CTES system in your jurisdiction or a nearby
location.

8.5 For a heating TES case study in this chapter that uses a short-term storage cycle, explain qualita-
tively how TES is advantageous. Determine quantitatively the benefits, considering such parameters
as efficiency, energy utilization, fuel substitution, load shifting, economics, environment, and so on.

8.6 Repeat Problem 8.5, but for an actual heating TES system that uses a short-term storage cycle in
your jurisdiction or a nearby location.

8.7 For a heating TES case study in this chapter that uses a seasonal storage cycle, explain qualitatively
how TES is advantageous. Determine quantitatively the benefits, considering such parameters as
efficiency, energy utilization, fuel substitution, load shifting, economics, environment, and so on.

8.8 Repeat Problem 8.7, but for an actual heating TES system that uses a seasonal storage cycle in
your jurisdiction or a nearby location.

8.9 For a case study in this chapter considering TES and cogeneration, explain qualitatively how TES
is advantageous. Determine quantitatively the benefits, considering such parameters as efficiency,
energy utilization, fuel substitution, load shifting, economics, environment, and so on.

8.10 Repeat Problem 8.9, but for an actual TES and cogeneration system in your jurisdiction or a nearby
location.

8.11 For a PCM-based TES case study in this chapter, explain qualitatively how TES is advantageous.
Determine quantitatively the benefits, considering such parameters as efficiency, energy utilization,
fuel substitution, load shifting, economics, environment, and so on.

8.12 Repeat Problem 8.11, but for an actual PCM-based TES system in your jurisdiction or a nearby
location.

8.13 For a case study in this chapter that uses a ground-based TES, explain qualitatively how TES
is advantageous. Determine quantitatively the benefits, considering such parameters as efficiency,
energy utilization, fuel substitution, load shifting, economics, environment, and so on.

8.14 Repeat Problem 8.13, but for an actual ground-based TES system in your jurisdiction or a nearby
location.

8.15 For a TES case study in this chapter that involves solar energy, explain qualitatively how TES
is advantageous. Determine quantitatively the benefits, considering such parameters as efficiency,
energy utilization, fuel substitution, load shifting, economics, environment, and so on.

8.16 Repeat Problem 8.15, but for an actual TES system that uses solar energy in your jurisdiction or
a nearby location.

8.17 Apply the analysis methodology presented in the feasibility study for the hotel in Bali (Section
8.8.1) to a similar facility in your jurisdiction or a nearby location.

8.18 Compare qualitatively the sensible and latent TES case studies in this chapter qualitatively. What
are their main quantitative differences?

8.19 Explain the differences between ice CTES and ice-slurry CTES systems, using data from the case
studies considered in this chapter.

8.20 For a trigeneration facility, such as the one in Section 8.4.2, what are the three products? For
which products could energy storage be applied? List several possible storage options for each
storable product. Describe possible applications of TES for a trigeneration facility.



9
Recent Advances in TES Methods,
Technologies, and Applications

9.1 Introduction
Much research on thermal energy storage (TES) has been carried out over the last decade or so
in academe and industry, leading to innovations in TES systems and their applications, as well as
advances in such areas as TES types, materials, control strategies, measurement techniques, and
macro- to nano-encapsulation processes. Advances in TES systems include new pumpable slurries
and microencapsulated phase change materials (MPCMs), which are of interest for applications
ranging from building materials to new textiles that improve human comfort. New operation,
control, and simulation strategies are under development for many TES applications. Many of the
developments are or can be useful to designers.

Environmental issues such as climate change and concerns regarding future use of fossil
fuels are increasingly debated by government agencies and the public. Given society’s interest
in increasing the efficiency and cost effectiveness of energy producing and consuming systems
and reducing their environmental impacts, new thermal systems have been introduced, including
advanced cooling and heating methods. These are particularly significant since heating, ventilating,
and air-conditioning (HVAC) systems in the residential, commercial, and industrial sectors are
responsible for a major portion of energy utilization in many countries. Thermal management
investigations of energy systems often facilitate performance improvements.

The role of TES is likely to increase given the ability of the technology to help manage
the costs and overall system efficiencies of HVAC systems during peak and nonpeak demand
periods. For a cooling plant with a typical TES (Figure 9.1), the times and durations of the peak
energy demand and production do not usually coincide. Often the price of electricity and some
other energy forms varies during the day and seasonally, usually to encourage efficiency and
conservation. Solar thermal systems often require TES for periods ranging from daily to seasonal.
Cooling technologies usually require cooling capacities sized for peak electrical energy demands
during the hottest daily periods. Suitable heat or cold storage enhances such systems by storing
energy produced during off-peak periods for use during peak periods. Such load leveling normally
reduces HVAC energy costs by permitting increased operating time at relatively lower and more
constant capacities. The energy use by an air-conditioning system with and without a suitable cold
TES can differ significantly (see Figure 9.2).

9.2 Recent TES Investigations
Many TES types and systems for cooling and heating exist and have been examined. TES per-
formance depends on such criteria as type, size, storage medium and heat-transfer fluid (HTF)

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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Figure 9.1 A cooling load serviced by a refrigeration system that incorporates thermal storage
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Figure 9.2 Diurnal variation of electrical power use for a building, illustrating the load leveling capability of
cold storage for conventional air-conditioning: (a) with CTES; (b) without CTES
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materials, ambient temperature, constant or variable working temperatures, and application.
Researchers and designers often seek the most effective TES performance parameters for a given
heating/cooling facility. The comfort level of buildings can be improved by proper integration of
TES with a cooling or heating system.

Thermal storages of various shapes and cross sections filled with phase change material (PCM)
capsules have been found attractive for incorporation into heating and/or cooling plants (Cheralathan
et al., 2007a). In these storages, an HTF below or above the solidification temperature of the PCM
passes through the TES. The capsules vary in shape and size, and are made of such materials as
plastics (e.g., polyethylene) and metals, depending on use, demand, and charging/discharging rates.
Most PCMs do not have a fixed phase-change temperature, so temperature-dependent enthalpy cor-
relations obtained with calorimetric methods based on nucleation temperatures are often employed
(Günther et al., 2007).

Cold thermal energy storage (CTES) can be integrated into an HVAC system actively or passively.
Active methods lead to reduced operating costs but are complex, involving components such as
pumps, piping distribution lines, heat exchangers, and valves/actuators. Passive methods integrate
PCMs with appropriate melting temperatures into building materials such as walls and ceilings, or
inside of ducting at suitable locations (e.g., window openings). In some cases, they are used in
passive systems to increase heat-transfer rates. Passive systems store cold from night air for daytime
cooling, or vice versa. Similarly, passive TES can be used with solar energy, again facilitating
effective energy management (Arkar and Medved, 2005). Active and passive cooling/heating can
also be utilized together to decrease HVAC energy requirements and operating costs and to improve
comfort in indoor living and work spaces (Figure 9.3).

Economic factors play a significant role in the production methods and applications for new
TES developments and technological innovations. Also important is thermal management, based
on fluid flow, heat transfer, and thermodynamic (including exergy) analysis. These disciplines
together enable optimal TES designs within constraints and boundary and environmental
conditions (Figure 9.4).

During the past decade, many studies have been carried out on different aspects of TES systems
such as PCM and HTF materials, applications, and modeling. Many reviews of these studies have
been reported, as outlined in Table 9.1.
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Figure 9.4 Illustration of the effect on the economics of TES systems and applications of thermofluids and
other considerations

9.3 Developments in TES Types and Performance
Some of the main aspects of PCMs and HTFs in TES systems are discussed in this section (while
integration of thermal storage into HVAC systems is addressed in the next chapter). Important
factors affecting storage performance and heating/cooling system operation and efficiency are
shown in Figure 9.5.

9.3.1 Developments in PCM/HTF Material Selection

To achieve high efficiencies with TES for various applications, it is necessary to consider
thermophysical, environmental, and economic characteristics and criteria. Many of these factors
are provided in Table 9.2. Some PCMs do not exhibit a single melting temperature like pure
substances. Techniques such as differential scanning calorimeter (DSC) allow evaluation of the
temperature–time history of a PCM during heating and cooling. DSC allows the determination of
substance properties like melting temperature or range and latent heat. A comprehensive description
of DSC method to evaluate the temperature history and properties for ice-slurry melting is reported
by Kousksou et al. (2006). The melting temperature or range for a latent TES is selected according
to the application requirements. This makes latent TES systems more demanding than sensible
storages. Higher latent heats of fusion and densities are making some new PCMs more attractive.

PCMs are manufactured under various brand names and others are under development.
Some major PCM manufacturers are listed in Table 9.3. The three main groups of PCMs in
heating/cooling applications are categorized in Figure 9.6. Various PCMs and their characteristics
are summarized in Table 9.4.
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SizeCharging
and

discharging
 behaviors

Mode of storage
(passive/active)

Type

Shape and 
geometry/aspect

ratios

Sensible/latent
effects PCM

container
(shell)

Storage
technique

Supercooling
during

solidification

Stratification/flow
diffuser
design

PCM/HTF
material

HTF and
application

temperatures

TES
performance:
micro, level

Figure 9.5 Parameters that affect TES performance at the micro level

Table 9.2 Selection criteria for PCMsa

Factor Property type Remarks

Melting point or range Thermal Near-water-melting temperature is preferred for active
CTES conventional HVAC systems and 15–23 ◦C for
passive cooling/night ventilation systems

Latent heat Thermal Substantial latent heat is desirable and a small difference
between melting and solidification temperatures
increases the system charging efficiency

Thermal stability Thermal The ability is desired to repeat over many cycles the
same melting/solidification thermal performance
during charging/discharging

Thermal conductivity Thermal A higher thermal conductivity is preferred, especially
for solid PCMs for CTES systems

Supercooling Thermal Supercooling can reduce CTES performance during
charging

Density/thermal capacity Physical/Thermal Higher values are preferred
Flammability Physical Lower values are preferred
Physical stability Chemical The ability is desired to attain the same performance and

exhibit the same chemical properties during many
charging/discharging cycles

Environmental impact Environmental Lower values are preferred
Toxicity Environmental A low value is preferred
Availability and price Economic High availability and low price are preferred

aAdapted and extended from Nagano et al. (2003).
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Table 9.3 Some of the major PCM manufacturersa

Manufacturer Melting range (◦C) Number of PCMs

EPS Ltd. (www.epsltd.co.uk) −114 to 164 61
Rubitherm (www.rubitherm.de) −3 to 100 29
TEAP (www.teappcm.com) −50 to 78 22
Cristopia (www.cristopia.com) −33 to 27 12
Climator (www.climator.com) −18 to 70 9
Mitsubishi Chemical (www.mfc.co.jp) 9.5 to 118 6
Döerken (www.doerken.de) −22 to 28 2
Merck (www.merck.de) N/A N/A
BASF (www.basf.com) N/A N/A

aFor details see (Agyenim et al., 2010).

Metal hydrides
(ZrMnFe/LaNi5)

Inorganic PCM
(hydrated salts,

eutectic salts, water)

Organic PCM
(paraffin wax)

PCM

Figure 9.6 Main PCM categories (modified from Nagano et al., 2003)

He and Setterwall (2002) have investigated aspects of technical grade paraffin waxes for CTES
systems. Using economic and technical results, these authors suggest the use of CTES to achieve
four goals in industrial or urban sectors: reducing cooling-system operating and initial costs, down-
sizing chilling equipment, adding operational flexibility, and expanding chilling-system capacity.
Paraffin waxes are saturated hydrocarbon mixtures of n-alkane chains (CH3 –(CH2)n –CH3). The
crystallization of the (CH2)n releases heat. The melting temperature and the latent heat of fusion
both increase with the chain length. Paraffin waxes are available to meet a variety of melting
temperatures, depending on the system operating temperature. Rubitherm (RT) is the brand name
of a commercially available wax. RT5 is usually chosen as a PCM for mild-temperature cold
storage systems with a melting range of 5–10 ◦C. Zalba et al. (2003) have reviewed 45 commer-
cially available PCMs and over 150 materials that provide a comparative reference for different
organic/nonorganic PCMs and a criteria-based PCM classification. Nagano et al. (2003) have investi-
gated the thermal behavior of manganese (II) nitrite hexahydrate (Mn(NO3)2)·6H2O) as a new PCM
for CTES systems, and discussed ways to reduce its supercooling with a melting point of 15–25 ◦C
as well as price and safety issues. Roxas-Dimaano and Watanabe (2002a) have investigated a
capric–lauric acid mixture (65/35%) with chemical additives to reduce its melting temperature of
18 ◦C for some CTES applications. Roxas-Dimaano and Watanabe (2002b) have also studied capric
and lauric acid based PCMs to assess heat storage performance for CTES.

9.3.2 Shape

The shapes of a PCM container (shells or capsule) can have a significant effect on heat-transfer rate
and pressure losses of the flowing HTF, which in turn have an important role in the efficiency and
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performance of a TES system. Several investigations have been reported of PCM container shapes
and their impact on a TES system. Bony and Citherlet (2007) performed a numerical simulation
for three PCM capsule shapes (cylinder, sphere, and thick plate) submerged in a water storage
tank to extend the capabilities of TRNSYS, a transient simulation software package developed by
the University of Wisconsin. TRNSYS includes weather data and thermal and electrical system
modules which can be connected to simulate equipment arrangements. Hysteresis and supercooling
effects have been added for both vertical and horizontal tank configurations. Vyshak and Jilani
(2007) have investigated the phase-change time (melting) for a PCM in three vessels (cylinder,
rectangular cube, and cylindrical shell), which have the same volume and external surface exposure
to a HTF. Different inlet HTF temperatures were also considered. It is found that the cylindrical
shell needs the least amount of time for charging, for a fixed storage energy, and that it is the most
sensitive shape to the HTF inlet temperature.

9.3.3 Nano- to Macro-Size Storage Media or PCM Particles
and Capsules

Thermal storage medium sizes usually vary from some cubic centimeters to some cubic meters
depending on the application for heating or cooling purposes. Many studies based on the size of
the storage medium, PCM, or storage container have been reported on TES systems. Mawire et al.
(2010) investigated the pebble glass bed as a rapid sensible thermal storage for cooking and heating
in solar concentric systems. Data from experiments on these PCM sizes have been compared with
packed-bed/gas (e.g., air) simulations. Oil and pebble average temperatures (100–300 ◦C) have been
found for different charging rates. The charging flow rate depends on the volumetric heat-transfer
coefficient, and a relation has been found experimentally among HTF mean velocity, average
pebble diameter, and volumetric heat-transfer rate. As water is not a good choice for storage
temperatures above 100 ◦C (unless expensive pressurizing is added), oils have been utilized in
solar collector systems for heating purposes. Mawire and McPherson (2009) simulated and verified
experimentally a sandy pebble/oil TES system for a variable heat source, determining the axial
temperature distribution for the system. Sandy pebbles can also be used as sensible storage media
for cooking with an oil HTF. Rady (2009a) studied the performance of granular bed pebbles in
the 1–3 mm diameter range. DSC and temperature history (T -history) methods have been used to
determine phase-transition characteristics (melting point, latent heat, and total heat energy capacity)
considering granular (pebble) PCM particles. In another study, Mawire et al. (2009) investigated
three pebble materials (silica, glass and alumina), and determined the ratio of total exergy to
the total energy stored and the thermal stratification performance. Silica exhibited better thermal
stratification and alumina demonstrated the highest total stored exergy to energy ratio variations
over the duration of the experiment, and initially charged the most rapidly.

PCM size has a significant effect on heat transfer rates between PCMs and HTFs, and affects
the HTF pressure drop. PCM particle (or capsule) size also affects the total heat capacity of a
flowing fluid in which tiny PCM particles are dispersed as a secondary refrigerant. As these factors
affect the performance of a plant integrated with a TES system, the impact of PCM size is evident.
Microcapsules can be created for some PCMs, allowing them to be part of the HTF (e.g., pumpable
encapsulated PCM slurries). In such instances, PCM particles or capsules vary in size from some
nanometers to a couple of millimeters.

Various factors should be considered in developing a new microencapsulated PCM (Özonur
et al., 2006):

• particle size profile (spectrum);
• mean particle size;
• surface characteristics and morphology of the particles (or capsules);
• phase-transition temperature (range);
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Figure 9.7 Flowing microencapsulated PCM as a phase-change slurry (Wang et al., 2008a)

• chemical nature (shell and PCM core material specifications);
• stability;
• thermal and mechanical cycling reliability and durability (e.g., during melting/freezing or con-

tinuous pumping);
• volumetric change during thermal cycles.

The heat-transfer interface between a HTF and PCM can be increased by reducing PCM particles’
(or capsules’) sizes and mixing them into the HTF homogeneously, thereby creating a phase-change
slurry as the secondary refrigerant (Figure 9.7). Such slurries can be produced by a coacervation
process, in which a microsize droplet (1 µm to 1 mm diameter depending on the agitation/mixing
process) of an organic substance such as oil or paraffin wax is held by hydrophobic forces from
a surrounding liquid. MPCM slurries have different applications from functional thermoregulated
fibers (used in textile industries), solar energy, and heat-transfer enhancement to various material
usages in agriculture, biology, and building industries (Su et al., 2005). DSC and other measurement
procedures have recently been suggested for evaluating MPCM thermal properties and their dura-
bility. Table 9.5 shows several innovative MPCMs and their recent uses, especially as pumpable
phase-change slurries.

The procedures required before introducing a new MPCM into an industrial application have
been described (Alvarado et al., 2007).

The many physical and chemical steps and procedures to produce MCPMs can be categorized
on the basis of the following production methods:

• coacervation (chemical) (Özonur et al., 2006) and solvent evaporation–precipitation (physical)
(Salaün et al., 2010),

• blending and comparison molding (Li et al., 2009a),
• interfacial polycondensation (Zhang and Wang, 2009),
• phase separation (Yang et al., 2009).

Most MPCMs are prepared through a multistep technique that can be illustratively summarized
as follows:

Emulsification Cross linking

Coacervation Filtration
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Here, an aqueous solution is emulsified by stirring and adding emulsifiers, and a surfactant
material is added during stirring. Emulsifiers have different ends (hydrophobic and hydrophilic
segments). A polymer shell is added to the solution to cover the small PCM particles surrounded
by emulsifier molecules. The MPCM is ready after filtration.

9.3.4 Recent Advances in TES Types and Storage Techniques

Over the past two decades, new types of TES have been introduced for various applications and
situations, incorporating production and storage techniques. Many practical advanced TES types
and their production techniques are described in this section.

Sensible Solid TES for Solar Parabolic Trough Power Plants

Laing et al. (2006) investigated the use of a synthetic oil HTF and a solid storage medium with
a capacity of 350 kWh at 390 ◦C as a TES for a solar parabolic trough power generation plant. A
tubular heat exchanger is integrated in concrete and ceramic, with densities of 2750 and 3500 kg/m3

and heat capacities of 916 and 866 J/kg K, respectively. Ceramic has been shown to be a 35% more
conductive storage medium with 20% more heat capacity (Figure 9.8a). The performance of the
system (Figure 9.8b) based on the heat exchanger design (e.g., number of tubes or tube diameter)
has been evaluated numerically. Both storage materials are found to be suitable as PCMs but the
concrete is less expensive.

(a)

(b)

Figure 9.8 (a) Tube heat exchangers inserted in high-temperature concrete (left) and ceramic (right);
(b) concrete-sensible TES system with distribution tubes and heat-transfer fluid collectors (Laing et al., 2006)
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Figure 9.9 (a) Schematic of a parabolic-trough solar steam generating and salt thermal storage and (b) conical
concrete salt storage system (modified from Salomoni et al., 2008)

Salomoni et al. (2008) have investigated an innovative concrete storage tank for molten salt in
a two-tank storage solar power plant in Barstow, California. The hot tank is partially buried in the
ground to store molten nitrate salt at 565 ◦C (Figure 9.9). The concrete durability for exposure over
long periods to high temperatures has been investigated numerically.

Ice Slurries to Microencapsulated PCM Slurries

Ice slurry is a high-density energy carrier that is used in some TES systems. The slurry is usually
made from a water-based (aqueous) emulsion that is cooled to generate ice particles in different
sizes within the heat-transfer medium. Various additives, emulsifiers, and depressants are added to
these HTFs. Two main types of ice-slurry generators exist: static and dynamic. Some of the main
measures to enhance ice-slurry generation involve the use of (Stamatiou et al., 2005):

• direct contact systems to reduce heat exchange barriers. A refrigerant directly evaporating in a
slurry feed solution (as an evaporator) provides enhanced mixing and heat transfer;

• periodic ice removal, typically using mechanical methods like ice-crushing, scraping, or brushing;
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• supercooling, which can disperse the locations where ice crystal nucleation is initiated via such
techniques as ultrasound waves, mechanical shocks, or other nuclei seeding methods;

• depressants, such as alcohols (e.g., ethanol), mixed in the water.

At the triple point, ice crystal growth is initiated by any vapor formation in pure water, whereas at
the adiabatic condition of this fast phenomenon, heat extraction from the water forms the crystals.
This phenomenon causes ice adhesion to the heat exchanger walls in the case of pure water.
Depressants are more volatile than water, allowing them to be used as additives to prevent ice
formation on heat exchanger walls. Special coatings on the slurry side of a heat exchanger wall
can also prevent ice adhesion. In order to study the physics of ice-slurry generating methods, a
substantial knowledge of crystal growth and nucleation is needed.

A static ice maker that freezes ethylene glycol on an inclined polyvinyl-chloride (PVC) plate
submerged in a brine solution has been studied experimentally by Hirata et al. (2002). The PVC plate
is cooled by another lower copper plate. The ice crystals grow and join, slide along the plate, and are
removed by buoyancy forces. A larger inclination allows ice sheet production rather than individual
crystal growth and easier removal. Another static ice maker has been investigated experimentally by
Hirata et al. (2004) for freezing an ethylene glycol solution on a vertical, cooled PVC plate. Greater
ice crystal formation is observed for vertical rather than horizontal plates submerged in brine and
cooled by an adjacent conductive plate. Hirata et al. (2003) also investigated ice formation around
vertical cylinders and its removal, using numerical simulation and experimental verification. The
crystal growth rate in all cases depends on the heat-transfer rates to the plates and to the brine
through the external surface. Higher cooling rates may cause ice adhesion to the surface. Cylinder
length is an important design factor, since ice removal is easier for shorter lengths. Stirring of
the brine facilitates ice removal. Transport equations have been solved numerically to model ice
crystal growth on a vertical wall in contact with water (Ismail and Radwan, 2003), showing that
the wall Nusselt number (which is an indicator of heat transfer) depends on the Stefan number
(which reflects ice crystal concentration).

On the basis of a review of rheology, flow behavior, and heat transfer for ice slurries as a sec-
ondary refrigerant, Ayel et al. (2003) listed ice-slurry rheological behavior according to flow type
(Newtonian/non-Newtonian). A comprehensive pressure drop analysis is presented for horizontal
pipes, and heat-transfer measurements are reviewed. Vane-in-cup rheometers are used to measure
ice-slurry shear-stress rate variation to better measure viscosity. The significance is identified of
flow regime (Figure 9.10) on the heat transfer coefficient in slurry flows, and heat exchanger geom-
etry modification is utilized to enhance heat-transfer rates. Oda et al. (2004) presented a dynamic
ice-slurry maker based on a water–oil mixture and a silane coupler (a surfactant) as an addi-
tive to produce an emulsion. The mixture is cooled in a fluoroplastic tube (e.g., perfluoroalkoxy or

Flow regimes in slurries 

Homogeneous
flow

Heterogeneous
flow

Saltation flow

Single-
phase
flow

Separated
flow

Average particle size comparable to pipe
characteristic length, lower particle factors, greater
difference between solid PCM and HTF densities 

Figure 9.10 Flow types in slurry suspensions (adapted from Ayel et al., 2003)
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polytetrafluoroethylene (PTFE)) to produce ice slurry continuously for storage. The concept demon-
strated better heat transfer and production rates and reduced ice adhesion to the heat exchanger
wall compared with methods using PVC tubes or ethylene glycol aqueous mixtures.

Yamada et al. (2002) proposed a slush-ice production method, in which ice slurry is produced in
a rotating cooled tube submerged in a brine mixture. An auxiliary oscillatory rotation is added to
the tube to enhance ice removal. The production performance has been evaluated numerically and
experimentally by introducing an ice packing factor (IPF), which is the ratio of total ice mass to
initial solution mass, and considering the effects of brine initial concentration, angular acceleration,
rotation angle for the cooled tube, and oscillating tube motion. Higher values of angular acceleration,
rotation angle, and solution concentration result in more convenient ice separation and a higher IPF.

A dynamic ice-slurry production method has been presented by Chibana et al. (2002) for a
water/silicone oil emulsion flowing in a spiral tube heat exchanger. The effects of brine flow
rate and temperature and wall conductivity on production performance are assessed. For contin-
uous slurry production conditions, ice adhesion (choking) was avoided. A silane-coupler agent
(γ -aminopropyltriethoxysilane: NH2C3H6Si(C2H5O)3) was used to make the emulsion. The ther-
mal resistance of the tube can be altered to improve the refrigerator coefficient of performance
(COP) and the slurry production rate, with a smaller tube thickness recommended. For high ther-
mal resistance tubes, ice-slurry production can be achieved for low Reynolds numbers and high
heat removal fluxes.

Bellas et al. (2002) experimentally investigated the melting heat transfer and pressure drop of
an ice slurry (5% aqueous propylene mixture) flowing in a plate heat exchanger. Decreasing the
flow rate or ice fraction reduces the pressure drop. Heat transfer is 30% greater than that for a
single-phase liquid flow, and can increase further at higher flow rates. Ice fraction, ice crystal size,
Reynolds number, and flow geometry influence the total heat transfer. To increase IPF without ice
adhesion to the cooling walls, Matsumoto et al. (2002) proposed two additives, an amino group
(NH2) and a silanol group (SiOH), for a water/oil mixture. A decrease in freezing point evaluated
with a DSC method showed that the ice in the slurry is a compound of the ice additive and not
pure water. These authors also used numerical modeling and experimental verification to assess
unsteady homogeneous ice-slurry behavior and to assess the effect of antifreeze additive mass
fraction and cooling rate on slurry production. Matsumoto et al. (2004) proposed a continuous
ice-slurry generation method using a 10% silicon oil aqueous mixture emulsified by adding a small
amount of silane coupler (i.e., 4% by weight γ -aminopropyltriethoxysilane). Larger ice particles are
produced (2.2–3.5 mm) than with conventional ice-slurry generation methods. Ice particle size can
be increased by decreasing supercooling and cooling rate. Matsumoto et al. (2006) subsequently
proposed operating conditions to improve the performance of the method.

A direct contact evaporator is another device for ice-slurry production. Kiatsiriroat et al. (2003)
experimentally investigated heat transfer with a lumped method in a water tank that acts as
a direct contact evaporator, and into which a refrigerant (R12/R22) is injected. Dimensionless
heat-transfer correlations involving Stanton, Prandtl, and Stephan numbers and pressure ratio are
obtained, and indicate that the proposed method achieves a high heat-transfer rate. Wijeysundera
et al. (2004) investigated the same ice-slurry production method using direct contact of water with
refrigerant Fluroinert (FC-84). Production performance heat-transfer rates have been analyzed for
this inert coolant, which has a higher density and lower freezing point than water, by varying
the position of the coolant nozzle in the water tank (from top to bottom) and the spray pattern
(vertical/inclined). Thongwik et al. (2008) numerically and experimentally investigated ice-slurry
production by direct injection of carbon dioxide at a range of temperatures (−15 to −60 ◦C) into
water, and obtained high energy efficiencies and heat-transfer rates. To avoid nozzle blockage, ice
slurry is produced rather than pure ice by adding oil to the water tank, for an appropriate water/oil
mixture composition (Figure 9.11).

Hong et al. (2004) experimentally demonstrated for an ice-slurry production method that high
concentrations yield smaller particles and higher supercooling degrees, and ice adhesion to the wall
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Figure 9.11 Experimental system for direct contact (water/CO2) ice production (modified from Thongwik
et al., 2008)

can be prevented by appropriate stirring power or other agitation and particle size as well as use
of an additive.

Ostwald phenomena (ripening, agglomeration, and attrition) change the size distribution of ice
crystals during long storing periods. Attrition leads to the formation of secondary particles when
stresses become sufficiently large to cause the original crystal to break apart, as a result of the
actions of impellers and pumps or wall shear stress (friction). Over time, crystals tend to merge
as a result of surface tension, but such agglomeration can be inhibited by agitation (Stamatiou
et al., 2005). These factors affect the performance and efficiency of ice-slurry CTES systems, and
it is generally desirable to avoid their detrimental effects by not storing slurries for long durations.
Pronk et al. (2005b) modeled Ostwald ripening in an ice-slurry storage tank through crystal growth
kinetics, and obtained numerically and validated experimentally ice crystal size distribution.

Various dynamic ice-slurry production techniques exist, and most continuous ice-slurry generation
methods have been reviewed by Stamatiou et al. (2005), especially those with moving parts such as
scraper blades or orbital rods and also fluidized-bed ice-slurry generators (Figures 9.12 and 9.13).

Thermal and physical characteristics and behaviors of ice slurries have been studied recently
(Matsumoto and Suzuki, 2007; Ionescu et al., 2007; Rached et al., 2007; Niezgoda-Żelasko and
Żelasko, 2007; Pronk et al., 2005a; Egolf et al., 2005), especially those that significantly affect
the performance of CTES systems: pressure drop, deposition velocity, flow behavior and type, and
thermal conductivity. Deposition velocity is defined in slurry flows when a moving bed appears in
an internal (e.g., pipe) flow, and is the velocity at which ice particles move on the top of the main
transport fluid and appear separated.
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Figure 9.12 Ice removal in a fluidized bed system (Stamatiou et al., 2005)
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Figure 9.13 Two types of ice-slurry generators: (a) scraped-surface and (b) orbital-rod (modified from
Stamatiou et al., 2005)

Ice-on-Coil

Ice-on-coil ice production for CTES systems was developed decades ago and has been relatively
popular for many years. In such systems, heat exchanger tubes are exposed to water or an alternate
PCM (Figure 9.14). The HTF inside the tubes, in straight or spiral bundles or in other configurations,
exchanges heat with the water in which the tubes are submerged. Ice-on-coil systems include a
chiller, valves and actuators, heat exchangers and pumps.
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Figure 9.14 A typical ice-on-coil ice-storage tank (Courtesy of Calmac Manufacturing Corp.) (Calmac, 2010)

Many aspects of ice storage on tubes with or without fins have been examined. Soltan and
Ardehali (2003) investigated numerically water solidification around a tube and the performance of
an ice-on-coil TES system. The solidification rate and front are determined with a finite difference
method, and the ice thickness on the coil is found to affect the TES system performance and
safety. Shi et al. (2005) incorporate a resistance–capacitance circuit to measure ice layer thickness
on an ice-on-coil storage tank. This method exploits the difference in ice/water permeability and
resistivity values. Shi et al. demonstrate potential industrial applications with experimental and
analytical models, and show that the method constitutes a good sensor for the accumulation of ice
on a plate or around a tube ice TES, which is required to determine the IPF.

Encapsulated PCMs and Packed-Bed Tanks

Encapsulated PCMs and packed-bed tanks are attractive and innovative cold storage systems. Many
capsule and tank shapes, and capsule shell and tank wall materials, are available commercially, and a
wide range of industrial and domestic applications are reported (Cryogel, 2010). Investigations have
been carried out to determine optimum operating conditions, procedures, and strategies. To better
understand the dynamic behavior of a packed-bed storage tank, single PCM-filled capsules (usually
spherical) during charging and discharging have been examined, as have tanks filled with capsules.

Koizumi (2004) studied the unsteady behavior of an isothermal sphere numerically and verified
the results experimentally using micro-foil heat flow sensors. The heat transfer and flow patterns for
the capsule are determined for two flow directions: opposing and in line with natural convection.
Partitioning within the capsules with copper plates increases the heat-transfer rate from the inner
shell wall to the PCM, reducing melting times. Eames and Adref (2002) provide semiempirical
expressions for the ice fraction inside a sphere during charging and discharging. The ice mass
fraction in a capsule is evaluated by sensing the internal pressure, yielding a dimensionless relation
between the solid–liquid interface (solid PCM radius) and time. At least 90% of the total energy
is charged or discharged during 70% of the time needed to fully charge a capsule. Discharging the
capsule fully is advantageous for performance. Reducing HTF temperature increases charging rate,
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but this effect is diminished by ice thickening during charging because of increased ice layer thermal
resistivity. Smaller capsule diameters attain higher charging rates and performance. An empirical
relation for unsteady growth in ice thickness in a capsule was subsequently developed by Adref
and Eames (2002). Chan and Tan (2006) experimentally investigate n-hexadecane solidification in a
spherical capsule, and observe a high solidification rate at the beginning of the process followed by
a declining rate of phase change. Voids can appear within the capsule during phase change, causing
an irregular phase front and an eccentric PCM shape. PCM solidification time for cylindrical and
spherical capsules has been numerically investigated (Bilir and İken, 2005).

Cheralathan et al. (2007b) experimentally investigate the effect of inlet temperature and porosity
of a CTES tank filled with spherical PCM capsules, considering a range of inlet HTF temperatures
and porosities so as to determine optimum operation parameters. The tank is integrated with the
evaporator of a vapor compression refrigerator. Raising evaporator temperature is seen to increase
chiller energy consumption.

9.4 Micro- and Macro-Level Advances in TES Systems
and Applications

Recent advances in TES systems and their applications have been reported at the “micro” level,
where thermophysical properties, phenomena, and characteristics that affect performance are con-
sidered (some of which have been covered in sections 9.3.1–9.3.4), and the “macro” level, which
examines design criteria and their effect on TES performance and integration in energy systems
(e.g., refrigeration systems). This section describes micro and the macro advances, focusing on cold
TES. Enhancements of understanding of TES behavior and functions are identified, as are common
phenomena encountered in technology and applications.

9.5 Micro-Level Advances in TES Systems

9.5.1 Modeling Methods

Modeling of an engineering system involves application of conservation laws and other scientific
relations. The system is often taken to be bounded by a control volume (CV), across which inter-
actions can occur with the surrounding (see Figure 9.15). The CV can include a small portion of a
system to a device or system of devices. In the finite CV method in computational fluid dynamics
(CFD), the governing equations (mass, momentum, and energy balances) are discretized, creating
a grid of CVs across a region. Each CV is represented by a node having mean intensive properties
such as temperature and pressure according to mass and energy interactions with the surroundings
and neighboring nodes.

Ismail and Henrı́ques (2002) numerically analyzed a transient one-dimensional model of a TES
tank by dividing it into axial layers with thicknesses equal to or greater than a TES capsule diameter.
El Omari and Dumas (2004) developed a CFD code based on an enthalpic model to simulate
charging of one and two capsules filled with a PCM (water) exposed to an external flow below
the PCM melting temperature, and investigated the effect of having the first capsule downstream
of the second on crystallization. The two-dimensional Navier–Stokes equations have been solved
using the FLUENT CFD package, considering the Boussinesq approximation to incorporate natural
convection. Supercooling phenomenon has been considered in the method to permit prediction of
the solidification front and PCM crystallization duration within the capsule(s).

Kousksou et al. (2005) have considered a two-dimensional porous medium model to simulate
a storage tank in vertical and horizontal positions. Natural convection is taken into account in
a two-dimensional HTF momentum equation and solved with mass and energy balances. Heat
transfer between the PCM and the HTF enters the energy balance as a source term. The total
resistance incorporates the capsule skin resistance and ice layer conductive resistance and the overall
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Figure 9.15 Model showing heat and mass transfers for a control volume surrounding a flowing (or still)
HTF and PCM inside a storage tank (modified from Bony and Citherlet (2007))

convective heat-transfer coefficient between the flowing fluid and the capsule. The latter coefficient
is available as a Nusselt number based on constant porosity and HTF velocity. The nucleation law
is invoked through a probability function related to the nodal liquid PCM temperature. Furthermore,
the effects of capsule size, porosity, and length on TES charging period have been investigated
numerically, for a fixed tank volume (Kousksou et al., 2008). Decreasing capsule size increases
the heat-transfer rate, but porosity does not remain constant. Increasing the porosity increases the
heat-transfer rate but reduces the total latent cold storage by decreasing the PCM mass in the tank.
Selection of an appropriate capsule diameter size enhances the performance of a CTES tank design.

Recent numerical and experimental methods applied to various CTES systems are summarized
in Table 9.6.

9.5.2 Contact Melting Driven by Temperature and Pressure Differences

Contact melting is usually thought to be driven by a temperature difference (�T ). But changes in the
density of a solid PCM during charging or discharging and buoyancy lead to a force that can move
the solid PCM to the shell and cause pressure-difference (�P )-driven contact melting. Further, the
ice-melting temperature decreases with increasing pressure. In some cases, �P -driven ice melting
may result from the excess pressure that a PCM exerts on a heating/cooling object or wall/shell.

The effect of PCM capsule swelling due to density changes during phase change on melting
process has been analyzed numerically based on a mathematical approximation model of contact
melting (Wilchinsky et al., 2002). A closed-form expression is reported for modeling the evolution
of the shape of PCM-filled elastic capsules having cylindrical and spherical shapes (Figure 9.16).
In the model, the density of the solid PCM is higher than that of the liquid PCM, causing cap-
sule deformation and consequently a slower melting rate. A higher melting rate is observed for
spherical capsules as they have greater surface-to-volume ratios (by about 1.5 times) than cylin-
ders. Flattening of the contact surface due to melting and density differences between the solid
and liquid PCM causes a pressure drop on the solid PCM, which is at the bottom of the cap-
sule. Consequently, the contact over a large area is decreased. Shell dimensions and materials
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Figure 9.16 Contact melting for PCM capsules, with both solid and liquid phases visible in each capsule:
(a) spherical/cylindrical (modified from Wilchinsky et al., 2002); (b) elliptical (modified from Fomin and
Wilchinsky, 2002)

are restricted by the dynamic behavior and must be set by manufacturers to avoid ruptures. Simi-
larly, Fomin and Wilchinsky (2002) investigated contact melting for an elliptical capsule, including
relevant characteristic scales and nondimensional parameters. The numerical results, confirmed by
dimensional analysis, suggest that aspect ratio affects the melting rate, with increasing capsule
elongation raising phase changing rates.

Chen et al. (2005b) investigated contact melting of ice on the external surface of a horizontal
elliptical cylinder, and compared �P -driven versus �T -driven melting. Analytical solutions for
the two melting processes are developed and compared for a fixed temperature difference between
the ice and the elliptical cylinder. The melting rate for the �P -driven process is smaller than that
for the �T -driven one. Using an analytical film theory formulation, Chen et al. (2008) investigate
PCM contact melting around a horizontal cylinder, and obtain the solid thickness and displacement
rate as well as the pressure distribution inside the liquid boundary of the cylinder.

9.5.3 Supercooling, Superheating, and Hysteresis

The phenomenon of supercooling occurs only during PCM solidification, and inhibits energy release
from a heat TES while delaying the latent heat storage in cold processes. Supercooling requires the
use of more energy during charging, and reduces energy recovery during discharging compared to
the recovery for a constant melting temperature. Supercooling, which is also dependent on PCM
size and quantity, thus detracts from the performance for some PCMs.

The temperature–time relations for the solidification of a pure substance (water) under normal
conditions and with supercooling in a capsule are compared in Figure 9.17. Supercooling is seen to
cause dendritic ice formation in the capsule after the metastable sensible storage period ends by a
crystallization initiation process. As the first ice nucleus forms on the surface, the remaining water
absorbs heat and the temperature rises to the melting temperature. Then, an ice layer forms in a
rapid adiabatic process. The ice layer thickness in the capsule is increased because of increased
heat absorption from the surrounding heat-transport fluid.

Günther et al. (2007) propose a novel algorithm to model supercooling for salt hydrates using
a one-dimensional conduction analysis. An expression is derived for enthalpy on the basis of the
temperature and phase of individual nodes. The phase is treated as liquid until crystallization is
initiated by nucleation. Phase change commences when the temperature falls below the nucleation
temperature or from direct contact with a solid node. A simple step function is used to model
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Figure 9.17 Supercooling during water solidification in a spherical capsule (modified from Chen et al., 2000)

supercooling phenomenon, which is suitable for low supercooling degrees (difference between
nucleation and melting temperatures). The results are verified experimentally.

As a result of encapsulated PCM supercooling in different locations of a tank, the TES requires
supplementary cooling and therefore greater refrigeration power. A similar effect is not observed
during melting (cold TES discharging). The nature of the phenomenon is erratic and is usually
described by probability functions. Supercooling degrees are usually included in PCM data sheets
(Ismail and Henrı́quez, 2002). Recent advances in supercooling for CTES applications are reviewed
in Table 9.7. In ice-slurry applications, the degree of supercooling depends on the ice-slurry velocity,
heat flux, solute concentration, ice fraction, and ice crystal size.

Superheating can occur in the TES system. Heat-transfer rate and pressure drop are primary
design factors for ice-slurry melting heat exchangers, but a superheating degree occurs when the
ice-slurry liquid temperature exceeds its equilibrium temperature. In some cases, the slurry is
superheated during discharging, and consequently, the slurry outlet temperature is raised consider-
ably, resulting in a smaller difference between the cooling fluid and ice-slurry temperatures and a
decreased heat exchanger capacity. Pronk et al. (2008) showed experimentally that superheating in
such heat exchangers depends on slurry crystal size and solute concentration, with higher values
decreasing superheating degree.
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The phenomenon of hysteresis in TES applications is defined as the delay in PCM solidification
during charging. Unlike supercooling, hysteresis is not affected by the presence of solid
particles or surfaces (Bony and Citherlet, 2007). Accounting for hysteresis can improve PCM
modeling accuracy.

9.5.4 Geometry and Performance Optimization

Geometry and configuration are significant performance factors in cold TES. Bejan et al. (1995)
indicate that heat transfer, fluid flow, and thermodynamics define an optimum shape in engineering
or natural systems, and the relation between shape configuration optimization in an engineering
problem with energy and exergy optimization methods. The constructal law describes possible
optimum shapes and configurations in simple tree-shape distribution systems (networks) with the
least amount of irreversibility. Zamfirescu and Bejan (2005) propose a tree-shape structure as a
CTES based on constructal law. An optimized shape structure is proposed, considering ice pro-
duction on parallel plates and parallel cylinders with constraints regarding temperature difference,
pressure drop, storage time, and material type. An optimal ice production per unit volume function
is developed. Bejan et al. (1995) present a TES optimization methodology based on first and sec-
ond law analyses and economic considerations, noting that the proper geometry for a CTES affects
system performance and can be optimized.

9.5.5 Other Micro-Level Phenomena Affecting TES Performance

Factors other than those considered above also affect CTES performance. Some are general while
others apply to specific storage types. For ice-slurry systems, for example, important performance
factors for a CTES and the system into which it is integrated include deposition velocity, pressure
drop, brine type and concentration, ice mass fraction, flow type and behavior, application tempera-
ture, inlet temperature (Guilpart et al., 2006; Rached et al., 2007), attrition, agglomeration, Ostwald
ripening, generator type, additive materials (emulsifiers or depressants) (Matsumoto et al., 2002),
choking, ice adhesion to internal pipe or heat exchanger coating, and heat-transfer rate. Significant
performance factors for tanks filled with encapsulated PCM include porosity, velocity distribution,
sphericity, apparent specific heat (dynamic heat capacity), tank wall heat loss, capsule thickness
and material properties (especially conductivity), HTF inlet temperature, capsule skin texture, and
aspect ratios (tank to capsule diameter or tank diameter to length).

Research on these factors has been reported in diverse areas, including heat transfer, fluid flow,
and other deterministic phenomena on performance. Several dimensionless parameters important to
such research on CTES systems follow:

• particle Reynolds number, Rep = Udp/(1 − ε)ν, where U denotes the mean fluid velocity and
dp the particle (capsule) diameter (Çarpinlioğlu and Özahi, 2008);

• sphericity, � = π
1
3 (6Vp)

2
3 /Ap , where Vp and Ap denote, respectively, the total particle (capsule)

volume and surface area (Çarpinlioğlu and Özahi, 2008);
• IPF, which denotes the ratio of ice mass mice(= �Vρiceρw/(ρw − ρice)) to the total ice-slurry

mass, where �V is the total volume change of the ice slurry during freezing. This factor is
sometimes expressed on a volume basis;

• porosity ε, which is the volume fraction filled by fluid in a porous solid matrix. The porosity
determines the maximum HTF volume surrounding a PCM in some of CTES applications, while
the interaction of these materials determines the heat-transfer rate, pressure drop, and other factors
that affect CTES performance.

The porosity in annular packed beds has been assessed numerically (du Toit, 2008). The results
agree well with experimental data and several empirical correlations for local porosity. Götz et al.
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(2002) utilized magnetic resonance imaging to visualize the 3D porosity and velocity distributions
around cylindrical and spherical capsules packed in a container, identifying high porosity near the
wall and stagnation points in the domain.

Inlet and outlet diffuser shapes and configurations affect TES designs. Chung et al. (2008)
determine numerically the impact of such design factors as diffuser configuration, Reynolds and
Froude numbers, and diffuser to tank cross-section area ratio on performance of TES systems. They
consider a rectangular sensible stratified storage tank and propose an optimum diffuser design based
on system efficiency. The Reynolds number is seen to have a significant effect on performance, while
the effect of the Froude number is negligible. For a PCM storage used in a refrigerated compartment
on a truck, Simard and Lacroix (2003) investigate the effect of frosting on performance, for various
air flow velocities and relative humidities.

Additives to the main PCM or HTF materials can affect the performance of CTES systems.
Water/oil (W/O) emulsions are usually made from water and oil emulsified by additives, while
oil/water (O/W) emulsions are often prepared with ultrasonic mixing techniques. Water-based
(70, 80, and 90%) ice slurries with oil additives emulsified by amino-group-modified silicone
oil have been studied by Matsumoto et al. (2006). The hydrophobic property of the additive
leads to no freezing point depression, while the emulsion electrical resistance determines the
structure of the emulsions (W/O or O/W). W/O emulsions are recommended for superior ice-slurry
production performance.

An assessment of the effect of temperature on the performance of CTESs using organic and
inorganic ice slurries indicates the need to select the solute type and concentration according to the
application type and temperature (Guilpart et al., 2006).

Niezgoda-Żelasko and Żelasko (2008) experimentally investigated the heat transfer rate of ice
slurry flowing in tubes with circular, rectangle, and slit rectangle cross sections, and determined the
Nusselt number for laminar and turbulent flows. When ice slurry is generated in an insulated tank
without mixing, the ice particles rise to the surface because of buoyancy forces. When the tank is
not sufficiently sealed to prevent the infiltration of outside moist air, the ice particles join with the
freezing moisture and create sheets of ice particles on the top of the tank, causing problems since
the mushy material is difficult to be pumped and used as a secondary refrigerant. To prevent this
phenomenon, Egolf et al. (2008) proposed a method to make stratified particles in a CTES tank
using a pump mounted on the top of the tank to circulate the ice particles. Using a pump rather
than a mixer is experimentally found to reduce energy consumption.

Two additional significant microlevel phenomena follow:

• Pressure drops across a tank or tubes used as heat exchangers (PCM/HTF interaction) directly
affect CTES performance, as they necessitate additional pumping power to circulate the HTF
during charging and discharging. Çarpinlioğlu and Özahi (2008) investigate some of main param-
eters affecting the pressure drop for a turbulent air flow through round particles, considering a
range of sphericity (0.55 < � < 1.00), porosity (0.36 < ε < 0.56) and particle Reynolds number
(675 < Rep < 7772). The pressure drop is found to be a function of porosity, sphericity, particle
diameter, container length, and particle Reynolds number.

• Varying (or cyclic) HTF inlet temperatures affects charging or discharging for CTES systems.
Elsayed (2007) investigated the effect of the aforementioned inlet condition during discharging
(ice melting) for a single rectangular capsule on two performance indicators: heat transfer effi-
ciency and stored energy. The energy stored for a cyclic HTF inlet temperature is shown to be
equal to the stored energy if the HTF flow is at the mean temperature of the cyclic variations.

9.5.6 Developments in Stratification Analysis

Stratified TES tanks often exhibit superior performance to nonstratified tanks, especially in low HTF
flow heating systems. The level of TES stratification is decreased by HTF mixing, due to natural
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Table 9.8 Recent developments in stratification analysis

Reference Stratification cause/effect Analysis and results Method

Rosen et al. (2004) Exergy storage enhancement
via stratification

Storage capacity increased Thermodynamic
analysis

Altuntop et al.
(2006)

Inlet water velocity Obtaining greater
stratification/internal circulation
increases with increasing inlet
water flux

Numerical; data
validation

Panthalookaran et al.
(2007)

Aspect ratio, containment
shape and size for four
tanks

Hot water seasonal storage; higher
efficiency for higher aspect ratios

Thermodynamic
analysis

Arias et al. (2008) Selecting more or less of
nodes

Sensible packed-bed TES;
sensitivity of daily storage
simulations to number of nodes
in domain

Numerical

Jack and Wrobel
(2009)

Conduction losses to
environment

Energy and exergy analyses;
determine optimum charging
time

Thermodynamic
optimization

Haller et al. (2009) Entropy change with heat
losses and generation
with mixing

Qualitative efficiency; more
meaningful results obtained
when entropy change is
considered

Review

Göppert et al. (2009) Inlet diffuser (angle) design Reduced suction in inlet diffuser;
reduced mixing improves
designs

Numerical

Panthalookaran et al.
(2008)

Axial, radial, and conical
diffuser shapes, and flow
guides

Performance enhancement by
proper diffuser/flow guide
designs; conical diffuser with
smaller angle exhibits greatest
efficiency

–

or forced convection or by heat diffusion by conduction. Recent developments in stratification
analysis are summarized in Table 9.8. Haller et al. (2009) reviewed and compared methods to
determine the stratification efficiency of a TES during a complete thermal cycle. Only one method
considers entropy generation, which provides a more meaningful interpretation of efficiency than
energy analysis.

9.6 Macro-Level Advances in TES Systems and Applications
Macro-level parameters important to CTES system’s overall performance are discussed. When
thermal storage is integrated into a HVAC system, the efficiencies of the additional equipment
dictate new operating conditions that must be understood in designs. For instance, the installation
and operation under different strategies (e.g., proper cycling of a chiller and storage duration)
depend on many parameters. Many important deterministic performance parameters at the macro
level are shown in Figure 9.18 and discussed in subsequent sections.

9.6.1 Mode of Cooling/Heating: Passive or Active

Building energy consumption accounts for about 40% of the energy used in Europe, which con-
stitutes a developed and industrial region. Passive conservation methods, including the use of
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distribution
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Figure 9.18 Macrolevel parameters that affect TES performance

Internal plaster
or board
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required to store a given amount of thermal energy
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Figure 9.19 (a) MPCM integration into building materials and (b) comparison of wall thicknesses for a fixed
thermal energy storage capacity (modified from Mehling et al., 2007)

renewable energy sources, can help reduce energy consumption. Low-temperature night-time ambi-
ent air can be used for cooling, reducing building cooling loads. Latent energy storage with PCMs,
typically mixtures of materials, stabilizers, and thickening and nucleating agents, is beneficial for
some buildings (Arkar and Medved, 2007). Figure 9.19 shows a typical integration of PCM into
building materials. The storage capacity of a building can be enhanced by the use of MPCMs,
which enable designers to use less material and obtain lighter structures.
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Design factors and criteria to be assessed in the industrial-scale manufacturing of building mate-
rials incorporating PCMs include appropriate phase-transition temperature, apparent specific heat in
the transition-temperature interval, thermal conductivity, mechanical properties, and stability. The
preparation method and material composition and thermophysical properties also need to be consid-
ered. The storage material should retain its structure even during multiple thermal (melting/freezing)
cycles. The use of PCMs in building materials has some drawbacks, for which solutions are
being investigated, including low thermal conductivities, varying thermal properties over multiple
thermal cycles, and potential leakage or frosting. Approaches under investigation to mitigate these
drawbacks involve dispersing high-conductivity materials (e.g., graphite) into the PCM, filling
high-conductivity matrices with liquid paraffin, and utilization of micro- or nanoencapsulated PCMs.

Some of the techniques to determine thermophysical and thermomechanical properties of such
building composites are as follows (Fang et al., 2009; Özonur et al., 2006; Li et al., 2009):

• Fourier transform infrared spectroscopy;
• visualization with optical or scanning electron microscopes;
• DSC;
• thermal gravimetric analysis.

Özonur et al. (2006) investigated microcapsules composed of inexpensive natural coco fatty acid
mixture PCMs with different shell materials. This PCM material can be used in porous construction
materials (e.g., plasterboards) or as an additive to cladding materials (e.g., plaster). The facts that
the PCM may leak from the surface and that humidity can affect hydrate PCMs pose potential
concerns. Diffusion of a low-viscosity liquid PCM through construction/building materials may
occur when there is no microencapsulation process.

Li et al. (2009b) introduced a novel PCM for TES applications such as radiant electrical floor
heating, using microencapsulated paraffin as the base material and high-density polyethylene/wood
flour composite as its structural matrix. These two parts comprise a form-stable PCM for passive
building purposes, which helps builders utilize a low-cost material to regulate room temperature dur-
ing days and nights. The PCM material exhibits appropriate design characteristics for use in building
materials. Alkan et al. (2009) propose another form-stable paraffin/polypropylene composite, which
is prepared through paraffin dispersion into a polymer matrix and which demonstrates promising
thermomechanical properties for solar heating applications. Zhen-guo et al. (2006) experimentally
compared floor-radiant and fan-coil heating systems, and found that the former achieves a more
stable room temperature range within comfort levels, even with outdoor temperature fluctuations.
Zeng et al. (2010) investigate a solar water-heating floor system integrated with a shape-stabilized
PCM (75% paraffin and 25% polyethylene as a supporting material) to reduce or eliminate the
use of hot water tank reservoirs. Requiring less building space and using light-weight materials,
the system provides a constant and stable floor temperature and a heat flux with 50% less room-
temperature fluctuations. A typical floor-heating system integrated with a PCM using hot water as
an HTF is shown in Figure 9.20.

Quanying et al. (2008) investigated over 80 mixture ratios to determine if they possess an
adequate phase-change temperature and latent heat for building-envelope applications. By con-
sidering various composition ratios for two PCM material types, one of which is n-heptadecane,
n-octadecane, n-eicosane, paraffin no. 46 and 48, or liquid paraffin, the authors generate a selection
guide for designers and manufacturers. Some novel PCMs used in passive TES systems in the
building sector are summarized in Table 9.9.

Yanbing et al. (2003) numerically investigated a night-ventilation passive system of packed-
PCM-staggered air ducts, and verified the results experimentally. The system increases thermal
comfort using latent TES in a building by decreasing cooling loads.

Typical active and passive uses of PCMs as CTES systems are shown in Figure 9.21. The
passive cooling systems may have a fan or use free convection. The PCM can be incorporated into
many room structures (walls, floors, ceiling, roof, windows). Thermal energy is absorbed from the
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Figure 9.20 Floor-heating system with an integrated PCM (Rubitherm) storage using hot water as a heat
supply (Mehling et al., 2007)

Table 9.9 Novel PCMs used in building sector to provide passive TES

Reference Core/shell or matrix PCM Application Properties and remarks

Alkan et al.
(2009)

Paraffin/polypropylene
composite

Form-stable building
material for
passive solar
heating

Melting temperature:
44.77–45.52 ◦C

Crystallization temperature:
53.55–54.80 ◦C

Latent heat: 136.16–136.59 kJ/kg
Sari and

Karaipekli
(2009)

Palmitic acid/expanded graphite Form-stable building
material

Melting/freezing temperature:
60.88–60.81 ◦C

Latent heat: 148.36–149.66 kJ/kg
Reliability test: >3000 cycles

Li et al. (2009b) Paraffin and
polyethylene–wood flour
composite

Form-stable PCM
plate for floor
heating

Melting/freezing temperature:
12–25 ◦C

Latent heat: 27.6–28.2 kJ/kg
Liu and Awbi

(2009)
DuPont Energain

microencapsulated boards
Boards used in

natural convection
Melting temperature: 21.7 ◦C

(according to technical data
sheet)

Xin et al. (2009) Mostly paraffin and crystalline
hydrate

Building envelopes Range of ρc < 4.0 MJ/m3 K;
suitable for passive TES

Özonur et al.
(2006)

Natural coco fatty acid
mixtures/gum Arabic, gelatin
powder, melamine,
formaldehyde, urea, and
β-naphthol

Building materials/
greenhouse

Melting temperature range:
29–31 ◦C

Reliability test >50 cycles
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(a)

(b)

(c)

Air in

Air out
FlatICE containers

Water out

Water in

FlatICE containers

PCM PCM

Figure 9.21 (a) Active environmental system for air cooling; (b) active environmental system for water
cooling; (c) passive cooling system, showing charging at night (left) and space cooling during the day (right)
(modified from Stritih and Butala, 2007)
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indoor air during the day to charge the solid PCM, cooling the room. Paraffin waxes are usually
good PCM candidates (Roxas-Dimaano and Watanabe, 2002a; Zhang et al., 2007), but numerous
PCM compounds are available commercially. Mixtures of different materials can achieve the proper
melting temperature for various applications. Knowledge of the dependence of the heat capacity
on temperature is needed, as melting usually takes place over a temperature range.

An important performance factor in the design of passive cooling systems using latent TES is the
appropriate PCM melting point. Arkar and Medved (2007) numerically assess the performance of
a vertical cylinder filled with spherical PCM capsules by examining the output temperature. They
found a suitable melting temperature range for varying inlet air temperatures during typical operating
conditions, and recommend a PCM weight per ventilating air flow rate for climate conditions
in continental Europe. Two main parameters affect the overall performance of the system: PCM
melting temperature and the tank length to capsule diameter aspect ratio (L/d). The software package
TRNSYS is used to predict the indoor temperature during free cooling, yielding results that agree
well with data from an experimental prototype heat exchanger. A variable heat capacity c(T ) can
be used for PCM mixtures in the market, for cooling load calculations. For real installations, the
total PCM weight is a significant design criterion that can be decreased by use of a suitable mixture,
which has an appropriate heat capacity variation. Roxas-Dimaano and Watanabe (2002b) proposed
a PCM for passive cooling with a mixture of capric-lauric acids (65/35%) and a melting temperature
of 18–19.5 ◦C.

Recent developments in PCM use in building envelopes for space cooling have been reviewed
by Zhang et al. (2007). These authors investigate the ability to store solar power during winter
days and reject heat during summer nights, so as to reduce diurnal indoor temperature fluctuations
and help HVAC systems provide better comfort. Some building panel manufacturers propose using
microsize PCMs to enhance the thermophysical properties of the walls, floors, or ceilings in new
efficient buildings. PCMs with a melting point close to the average required room temperature
are recommended for panels, provided they do not introduce problems related to flammability,
stability, and cost.

Medina et al. (2008) developed a new insulating wall incorporating a PCM and insulation. The
PCM acts as a capacitor, receiving and rejecting large quantities of energy as it changes phase.
Structural insulated panels can incorporate PCMs to create a distributed thermal mass. Such walls
have been tested under actual daily temperature variations, demonstrating their abilities to be good
insulators and to provide a stable room temperature through a heat flux reduction. Several organic
and inorganic PCMs are mentioned that are good candidates for this application, demonstrating
appropriate melting temperatures and latent heats. Possible installation locations for such building
materials for several cooling/heating applications have been described (Zhang et al., 2007) and are
illustrated in Figure 9.22.

Stritih and Butala (2007) numerically assessed and experimentally verified several paraffins,
eutectics, and blends for floor- and ceiling-free cooling. Ventilation occurs during cooler night
times and a PCM with a proper melting temperature incorporated in the air duct permits the
provision of cooler day-time room temperatures. HVAC energy consumption during warm days
is thereby reduced. Arkar et al. (2007) presented a fan/duct model for night ventilation of a
room, providing fresh air and a cool environment. Using TRNSYS to assess the building thermal
response and experimental data for verification, a method is recommended for reducing the
mechanical ventilation for buildings. A typical duct design in which a PCM has been integrated
for free cooling is shown in Figure 9.23.

Medved and Arkar (2008) numerically and experimentally examined the use of latent TES for
free cooling for a range of climate conditions and suggest an optimal latent TES based on the
ratio of PCM mass and ventilation-air volume flow rate. An optimum PCM melting temperature is
also suggested, approximately equal to the average ambient air temperature for the hottest month,
in order to provide a free-cooling potential, which is proportional to the average daily amplitude
of the ambient temperature fluctuations. For the climatic conditions analyzed, the PCM with the
widest phase-change temperature range (12 K) has been found to be the most efficient. The optimal
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With daytime solar radiation
Passive solar heating (walls)

With daytime solar radiation
Passive solar heating (roof)

With daytime solar radiation
Passive solar heating (floor)

PCM

PCM

PCM

PCM

PCM

PCM

PCM

PCM

PCM

With solar collector system
Active heating (walls)

With nighttime cheap electricity
Active heating (roof)

With nighttime cheap electricity
Active heating (floor)

With nighttime ventilation
Night cooling (walls)

With nighttime ventilation
Night cooling (roof)

With nighttime ventilation
Night cooling (floor)

Heat
pump Electricity

Air Air Air

Figure 9.22 Possible PCM installations for several building envelopes and applications (modified from Zhang
et al., 2007)

Night: storing outside cooling Day: releasing stored cooling

Figure 9.23 Free cooling by storing coolness during the night and using it for space cooling during the day
(modified from Mehling et al., 2007)

PCM mass for the free cooling of a room is found to be 1–1.5 kg per m3/h of fresh ventilation air.
Recent advances in passive cooling are reviewed in Table 9.10.

9.6.2 Operating Strategies and Installation Configurations

Many operating strategies and installation configurations can be used to integrate TES and a typical
heating/cooling system. Some of the main strategies are depicted in Figure 9.24. With the chiller-
priority control strategy, chillers operate as often as possible during peak hours, and excess building
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uş
(2

00
9)

C
aC

l·6
H

2
O

G
re

en
ho

us
e

he
at

in
g

in
te

gr
at

ed
w

ith
so

la
r

en
er

gy
sy

st
em

,
w

hi
ch

ch
ar

ge
s

th
e

PC
M

,
pr

ov
id

es
3

–
4

h
en

er
gy

fo
r

gr
ee

nh
ou

se
E

xp
er

im
en

ta
l

Sh
ar

m
a

et
al

.
(2

00
9)

V
ar

io
us

So
la

r
co

ok
er

ap
pl

ic
at

io
ns

of
PC

M
s

R
ev

ie
w



522 Thermal Energy Storage
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Figure 9.24 Types of control strategies for CTES systems (modified from Henze et al., 2003; Ihm et al.,
2004; LeBreux et al., 2009; Lemort, 2006)

cooling load is provided by charging storage tanks during off-peak hours. The HTF flow rate is set
to use the storage to compensate when the load exceeds the chiller capacity. The main advantage
of the chiller-priority strategy is that it permits the chiller to operate at a constant capacity over the
entire process. A drawback of this strategy is that it could lead to nonoptimal use of ice storage.
For the constant-proportion strategy, a constant fraction of the building cooling load during peak
hours is met by CTES, while for the storage priority (full-load) strategy, most of the cooling load
is satisfied by the storage system (Figure 9.25) (Lemort, 2006).

Although real-time control strategies do not exist, Henze et al. (2003) investigated three
conventional control strategies (chiller priority, constant proportion, and storage priority) for an
ice-storage system, and proposed an optimum strategy based on minimization of total operating
cost. The study considered three types of ice-storage systems (ice-on-coil, internal, and external
melting dynamic ice harvesters) and three types of vapor-compression chillers (centrifugal,
reciprocating, and screw driver).

With the anticipatory strategy, a fuzzy logic procedure is used with a controller to simultaneously
address the stored energy and the supplied energy from a source (e.g., solar heat or electricity)
and to incorporate information on the expected energy supply, accounting for weather forecasts.
With the regulation strategy, a supplementary energy source (e.g., electricity) is usually needed.
A proportional-integral-derivative (PID) controller regulates the temperature of a designated area
(e.g., room) to a set point using a fan to adjust the air flow (LeBreux et al., 2009). Zhao et al.
(2008) optimized a seasonal underground borehole TES according to operational strategies, and
propose a strategy to decrease heat losses and increase thermal energy utilization from the system
during discharging.

Ihm et al. (2004) integrated a TES model for typical storage strategies with EnergyPlus, a whole-
building thermal simulation program for performance analysis of TES that can accommodate various
control strategies and operating conditions. Two ice TES systems (external melt ice-on-coil and ice
harvester) were modeled using the building load and system thermodynamics (BLAST) program.

Various installation arrangements are possible for CTES in HVAC systems, two of which are
shown in Figure 9.26. Different storage types can be used in each arrangement, although perfor-
mance varies with their run-time patterns. Operating strategy and installation configuration affect the
overall performance of the CTES systems. Numerous recent investigations of operating strategies
and their influence on system performance are summarized in Table 9.11.
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Figure 9.25 Two operating strategies: (a) full-load storage priority; (b) partial-load (modified from Environ-
mental Process Systems, 2010 )
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Figure 9.26 Two configurations for TES in HVAC systems: (a) parallel; (b) series (modified from Cristopia
Energy Systems, 2010 )

9.6.3 Modeling, Control, Programming, and Optimization Methods

Various dynamic modeling procedures are available to simulate the real-time behavior of cooling/
heating units incorporating CTES, with numerical methods usually requiring experimental verifi-
cation. Thermal storage dynamic simulation software (TSTORS) for HVAC systems, EnergyPlus,
BLAST and TRNSYS are among the software codes to simulate CTES systems and their integra-
tion into refrigeration or HVAC plants. Some of the codes can consider different control strategies
and installation configurations. TSTORS, which is under development at Tsinghua University,
is designed to perform feasibility studies according to different control strategies for ice-storage
systems and balance economic and financial factors (Zhu and Zhang, 2000).

Dynamic programming permits the solution of complicated and multistage decision-making prob-
lems by finding an optimal strategy (Jaluria, 2008). Optimum chiller and ice-storage capacities
can be determined for different operating conditions with dynamic programming. A dynamic pro-
gramming algorithm has been utilized by Chen et al. (2005a) to optimize the performance of an
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Table 9.11 Investigations of operating strategies for TES systems

Reference TES type Investigation method Remarks

Lemort
(2006)

Ice capsule Numerical with Engineering
Equation Solver (EES)
using experimental data
at 15-min intervals

Three charge and discharge control
strategies (chiller-priority,
constant-proportion, load
limiting) compared for operating
costs; ice-storage systems reduce
operating costs even if energy
consumption increases

Chen et al.
(2005a)

Ice-on-coil Dynamic programming Optimized strategy according to
least life-cycle cost and highest
ice-storage efficiency

Guilpart et al.
(2005)

Ice slurry Review of strategies by
on/off pump and valve
actuators

Plugging risk in ice-storage
generators at some operating
conditions (temperature
>−3/−4 ◦C and high solute
concentration)

Ihm et al.
(2004)

Ice-on-coil,
internal–external
ice harvester

Numerical using EnergyPlus
and BLAST algorithms

Strategy presented to minimize
operating cost for three types of
ice-storage systems, based on a
comparison of chiller-priority,
constant-proportion, and
storage-priority control strategies

Henze et al.
(2003)

Ice storage Numerical simulation, for
various ice storage and
cooling loads

Chiller size found for a combined
mode of full and partial load;
28% reduction of chiller size
achievable depending on peak
period characteristics

LeBreux et
al. (2009)

Hybrid
solar-electrical
TES

Numerical/experimental Ability of anticipatory and
regulation strategies to enhance
performance is investigated

Zhao et al.
(2008)

Seasonal
underground
borehole

Numerical Strategy proposed for better
thermal performance during
discharging

ice-storage air-conditioning system, including the storage tank, a screw-type chiller, and auxiliary
equipment, and simultaneously to minimize its life cycle (operating and energy) cost. The power
consumption of the chiller and auxiliary equipment, and heat-transfer rates in the ice-storage tank are
provided in manufacturer’s data sheets. The objective functions are the initial and operation costs,
and the constraints are the performance of the chiller and ice-storage tank. A numerical simulation
determined the optimum chiller and ice-storage tank capacities, which were then used to find such
design criteria as life-cycle cost and payback period. Two control strategies are considered: chiller
priority and ice-storage priority. Use of chiller priority with a lower power consumption coefficient
reduces energy costs. Enhanced chiller performance has been reported using the chiller-priority
mode, but a higher heat-transfer efficiency can be achieved with the ice-storage priority mode.
The former provides a higher chilled-water inlet temperature and the latter a better heat-transfer
efficiency for the ice-storage tank. Under the same ice discharge condition, the ice-storage priority
mode requires less ice storage. For regular cooling loads, ice priority yields a lower life-cycle cost
and payback period than chiller priority.

Henze et al. (2003) presented a performance-improvement guideline for ice-storage systems
in different types of buildings, consisting of a conventional compression chiller and associated
auxiliaries. To determine an optimum strategy, three control priorities are compared. Chiller priority
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Figure 9.27 Simulation and modeling methods used for TES systems

(direct cooling with no storage phase), constant proportion, and storage priority are the load-shifting
patterns in the study. Although one of the main reasons to use TES is reduced utility cost and energy
consumption or peak-demand charges, only one of these is considered in most cases; the approach
of Henze et al. (2003) defines an optimal strategy to reduce both of these costs. Rate-based load-
shifting incentives can constitute another reason for owners to use TES, and in this study the optimal
control strategy is also developed for locations with lower energy-use incentives, which serve to
decrease energy consumption. The results enable owners to determine if a new or retrofit ice-storage
system is advantageous in their circumstances. In the investigation, 360 combinations of ice-storage
systems, chiller types, building types, weather conditions, and cooling rates were considered for
charging and discharging. For many cases, the peak demand reduction with storage-priority control
is observed to be near optimal.

Definition of a mathematical model is one of the first steps in TES simulation. Halasz et al. (2009)
developed a mathematical model for computer simulation of an ice-on-coil storage system, consid-
ering several operating strategies and system arrangements. Multi-period mixed-integer nonlinear
programming (MINLP) has been used to simulate combined heat and power plants for district heat-
ing networks (Tveit et al., 2009), with global optimum (thermal and financial) conditions sought.
Some of simulation and modeling procedures used in TES applications are shown in Figure 9.27.

Cavallaro (2010) suggests a fuzzy multicriteria method called TOPSIS (technique for order
performance by similarity to ideal solution) to evaluate HTFs for molten salt TES systems for solar
power plants. The method determines a suitable and feasible molten salt for the system, and obtains
a solution near to the ideal one. As we are often considering multi-criteria problems, fuzzy sets are
good choices for performance analysis. By maximizing benefit criteria and minimizing cost criteria,
a near-optimal solution is found. The method can help determine innovative solutions for antifreeze
systems via less expensive solar systems operating with molten salts that are more environmentally
benign than other HTFs. The method involves the following steps, the most important of which
are choosing criteria such as investment, operation, and maintenance costs:

• generating alternative systems and subsystems;
• choosing objective criteria (e.g., costs and expenses);
• defining and weighting rating variables;
• defining the fuzzy decision matrix;
• matrix normalization;
• constructing the normalized fuzzy decision matrix.

To assess a typical flat plate solar collector incorporating a PCM for hot water applications,
Varol et al. (2010) investigate the following prediction computing methods: artificial neural net-
work (ANN), adaptive-network-based fuzzy inference system (ANFIS) and support vector machines
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(SVM). The predicted results are verified with experimental data. These methods consist of a well-
defined layered architectural structure (e.g., nodes, neurons, and networks) and training parameters
used through learning rules. By providing predicted input values for such multi-criteria problems,
the performance of the overall system can be determined.

LeBreux et al. (2009) investigate anticipatory and regulation control strategies for a hybrid
solar/electrical TES system, which stores both solar and electrical energies for heating purposes
when one or both are inexpensive (during off-peak periods). Optimization determines the preferred
storing durations based on solar radiation and atmospheric air temperature. Electrical power con-
sumption is reduced significantly using these strategies, which are particularly promising for new
TES applications. Fuzzy logic and free forward controllers are the main tools for overcoming
input disturbance effects on system performance; common PID controllers tend to overpredict the
necessary room temperature.

9.6.4 Measurement and Visualization Methods

Numerous measurement and visualization techniques have been used in TES system analyses while
others are under development. Heat transfer and fluid flow measuring devices and sensors are gen-
erally useful in TES studies. This section focuses on new and innovative methods for TES systems.

For packed beds consisting of cylindrical capsules, Götz et al. (2002) proposed magnetic
resonance imaging (MRI) for measuring important parameters, including porosity and velocity
distributions, wall effects on these distributions, and the total HTF volume in the tank. Among
such measurement techniques as hot-wire and laser-Doppler anemometry, a nuclear magnetic
resonance (NMR) method has been utilized to determine axial and angular variations of the
aforementioned parameters and, subsequently, to represent the velocity vector at each point in a
domain. Revankar and Croy (2007) visually examined with a photographical method the void
distribution in PCM capsules during freezing, utilizing transparent capsules of various shapes
(e.g., sphere, torus, and flat plate). The results reveal that, for some PCM/capsule combinations,
performance changes over several thermal cycles as a result of appearance of voids in the PCM,
with a direct effect on melting.

Castellón et al. (2008) investigated two heat-flux DSC methods for finding the enthalpy–
temperature relation of PCMs through dynamic and step procedures. In these methods, the variation
of the heat capacity of a sample with temperature is found and the correlation is then integrated to
determine the enthalpy–temperature relation. A dynamic procedure is used to obtain the melting
enthalpy of the PCMs for constant heating/cooling rates, while a step procedure is used to bring
the sample/measurement system to thermal equilibrium by providing constant temperature intervals
during the test. The temperature values are maintained by varying the sample heating/cooling rates.
The method appears to reduce experimental uncertainty. A typical industrial DSC measurement
system is shown in Figure 9.28.

With a DSC and heating rates versus temperature for a sample, it is possible to determine
its melting temperature and latent heat of fusion through graphical/numerical estimation (e.g.,
integration). As depicted in Figure 9.29, the melting temperature is the intersection of the line
connecting the two local peaks and the line with the highest slope tangent to the curve that represents
melting. Tests are carried out for a fixed heating rate (degree Celsius per minute). The area of the
curve confined by the melting portion can be used to calculate the latent heat of fusion.

The T-history method is another technique to measure heat capacity and the enthalpy–temperature
relation for PCMs. In this technique, a sample material (e.g., distilled water) and a PCM specimen
at the same temperature are exposed to a constant ambient temperature. The temperature histories
of both materials are recorded during a cooling down, and used with known values of the selected
sample (water) to calculate the apparent liquid and solid heat capacities, the latent heat, and the
melting/solidification temperatures (Rady et al., 2010).

Some of measurement and visualization methods used for TES systems are summarized
in Figure 9.30.
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FRONT REAR

Figure 9.28 A typical industrial DSC measurement system (courtesy of TA Instruments, 2010 )
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Figure 9.29 A typical measurement of melting temperature and latent heat of fusion with a DSC measurement
system (modified from Tyagi and Buddhi, 2008)
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Figure 9.30 Summary of measurement and visualization methods for TES systems (modified from Castellón
et al., 2008; Götz et al., 2002; Rady et al., 2010; Revankar and Croy, 2007)

9.6.5 Auxiliaries

Many pieces of auxiliary equipment, such as pumps, fittings, valves, actuators, piping and working
fluid distribution systems, and heat exchangers, are included in an integrated TES/HVAC system.
Sometimes these auxiliaries can affect the behavior and performance of the integrated system.

Operating characteristics for three types of pumps (centrifugal, single-channel, and screw) have
been studied for ice-slurry applications by Frei and Huber (2005), considering three rotational
speeds and a range of ice fractions. The centrifugal pump, which is generally less expensive, works
well for ice fractions up to 25%, while the other two pump types perform better for greater ice
fractions. The performance of multistage centrifugal pumps for ice slurries with ice concentration of
0–30 wt% have been analyzed experimentally (Nørgaard et al., 2005), demonstrating a decrease in
pump performance with increasing viscosity (ice fraction). The variation with ice fraction and flow
rate of the pressure loss coefficient for various fittings (e.g., elbows, bends, contractions, tees) as
well as straight pipes and heat exchangers indicates that the reduction in pressure is more dependent
on flow rate than ice fraction.

Heat exchangers are one of the most important components in TES designs, and can be in
the form of a tank filled with PCM capsules or a heat exchanger with a slurry on one side. The
“superheating degree” is the temperature to which a fluid increases above its equilibrium temperature
(if it does so). Pronk et al. (2008) investigate superheating as the driving force of melting in heat
exchangers working with ice slurries as a secondary refrigerant. They also study the dependence of
superheating on operating conditions, the most significant of which are ice fraction, ice-slurry’s bulk
velocity, wall heat flux, crystal size, and solution concentration. Higher superheating degrees in heat
exchangers can reduce performance, by increasing the average ice-slurry temperature and thereby
reducing the heat-transfer rate between it and the cooling fluid from which heat is being drawn.
Consequently, the capacity of the heat exchanger decreases, hindering TES system performance. The
superheating degree of the heat exchanger outlet fluid increases with increasing average ice crystal
size, wall heat flux, solute concentration, and decreasing ice fraction. Tube-in-tube heat exchangers
with lower hydraulic diameters have higher superheating degrees according to the relation in this
work (Pronk et al., 2008). It is important to understand the effect of these parameters as well as
pressure drop and heat transfer in the HTF flow on heat exchanger performance in TES systems.
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9.7 Performance Enhancement Techniques
Various techniques are available to increase TES performance, depending on the type, application,
HTF, and storage medium. Most techniques increase heat-transfer rates between the storage
medium and the HTF. Some recent and innovative TES performance enhancement techniques and
their effects are summarized in Table 9.12, described in subsequent sections and summarized in
Figure 9.31.

Inaba et al. (2005) reviewed different antifreeze proteins, their substitutes, and types of surfactants
as additives for preventing agglomeration and ice crystal growth in water (and for drag reduction).
An important factor when using additives is freezing temperature depression. Some of them cause
a decrease in the phase-change temperature and a consequent decrease in CTES performance.

One of the most widely used enhancement techniques for increasing the performance of TES
systems is increasing overall PCM conductivity, which increases the heat-transfer rate and conse-
quently decreases charging and discharging durations. Conductivity enhancement can be achieved
by dispersing highly conductive small particles (e.g., graphite) in a PCM, adding fins and using a
highly porous PCM-filled conductive material.

A numerical and analytical investigation by Shiina and Inagaki (2005) of the melting time of cap-
sules filled with PCMs (H2O, octadecane, Li2CO3, and NaCl) in a porous metal (copper, aluminum,
and carbon steel) showed that the highly porous (∼0.9) metal medium allows the best PCM perfor-
mance. The best conductive PCM/porous metal combination offers better discharging performance.

9.7.1 Conductivity-Enhancing Techniques

Recently developed enhancement techniques for thermal conductivity that are used in industries
or are under development are summarized in Figure 9.32. Thermal conductivity enhancement has
been achieved using a porous copper screen mesh around a cooling tube, increasing the ice growth
rate (by 50–90% based on volume at steady state) for an ice-on-tube CTES system (Kazmierczak
and Nirmalanandhan, 2006). A graphite matrix filled with paraffin to enhance the conductivity
of the latent TES for a night-ventilation TES system reduced response times for charging and
discharging periods (Marı́n et al., 2005). In this case, thicker paraffin plates can be used as the PCM
and fan power consumption decreases without significant change in response during charging and
discharging. One drawback of these porous matrices is a decrease in the thermal storage capacity of
the whole PCM. So, the conductivity reduction should be carefully examined for new applications
and matrix materials. Mesalhy et al. (2005) examined the thermal response of a PCM in a cylindrical
thick shell. Use of a highly conductive solid matrix with a high porosity is recommended to increase
the phase-change time for TES systems.

9.7.2 Thermal Batteries

Thermal batteries involve the integration of TES and heat pipes. Huang et al. (2007) modified a
previously developed novel idea for using a passive control method experimentally in ice-storage
systems (Alawadhi, 2008). A closed finned and modified two-phase thermosyphon is used in a
compact water/ice CTES system and, to increase the heat transfer rate, the heat pipes (parallel finned
tubes) are placed in series (Figure 9.33a). Heat pipes are tubes filled with a refrigerant, which can be
installed vertically or inclined between cold and hot sources, absorbing heat at one end (refrigerant
evaporation) and rejecting heat at the other (refrigerant condensation). Advantages of these systems
include fast responding; elimination of the piping system, circulation pumps, valves, and actuators;
more rapid heat transfer (even compared to finned heat pipes); and dynamic response in more
limited spaces. These systems can be utilized for charging and/or discharging, even for low values
of input cooling or heating power. The refrigerant condenses on the tube as a low-temperature fluid
flows through the charging double-pipe heat exchanger section (Figure 9.33b). The condensing



Recent Advances in TES Methods, Technologies, and Applications 531

Ta
bl

e
9.

12
R

ec
en

t
pe

rf
or

m
an

ce
en

ha
nc

em
en

t
te

ch
ni

qu
es

fo
r

T
E

S
sy

st
em

s

R
ef

er
en

ce
St

or
ag

e
ty

pe
E

nh
an

ce
m

en
t

te
ch

ni
qu

e
E

ff
ec

ts
R

em
ar

ks

Z
ha

ng
et

al
.

(2
00

8)
D

yn
am

ic
ve

rt
ic

al
ic

e-
sl

ur
ry

ge
ne

ra
to

r

B
ub

bl
in

g
de

vi
ce

R
ed

uc
ed

ic
e

ad
he

si
on

to
co

ol
in

g
w

al
l

A
ir

bu
bb

lin
g

ra
te

s
an

d
co

ol
an

t
in

le
t

te
m

pe
ra

tu
re

ca
n

be
op

tim
iz

ed
to

im
pr

ov
e

pe
rf

or
m

an
ce

M
es

al
hy

et
al

.
(2

00
5)

PC
M

in
co

nc
en

tr
ic

cy
lin

de
rs

U
si

ng
hi

gh
co

nd
uc

tiv
e

po
ro

us
m

at
ri

x
In

cr
ea

se
d

th
er

m
al

co
nd

uc
tiv

ity
N

um
er

ic
al

an
al

ys
is

of
hi

gh
ly

co
nd

uc
tiv

e
po

ro
us

m
at

ri
x

fil
le

d
w

ith
PC

M
in

a
th

ic
k

cy
lin

dr
ic

al
sh

el
l

M
at

su
m

ot
o

et
al

.
(2

00
7)

Ic
e

sl
ur

ry
U

si
ng

op
tim

um
so

lu
tio

n
co

nc
en

tr
at

io
n

R
ed

uc
ed

ic
e

ad
he

si
on

to
he

at
ex

ch
an

ge
r

w
al

l
W

at
er

/o
il

em
ul

si
on

is
a

go
od

PC
M

;
co

nc
en

tr
at

io
ns

fo
un

d
fo

r
so

m
e

ad
di

tiv
e

oi
ls

M
ar

ı́n
et

al
.

(2
00

5)
T

E
S

Po
ro

us
gr

ap
hi

te
m

at
ri

x
em

be
dd

ed
in

co
re

pa
ra

ffi
n

In
cr

ea
se

d
th

er
m

al
co

nd
uc

tiv
ity

H
T

F
(a

ir
)

an
d

PC
M

(p
ar

af
fin

–
gr

ap
hi

te
)

L
am

be
rg

an
d

Si
ré
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Figure 9.31 Some of the innovative TES performance enhancement techniques and their applications

refrigerant falling from the wall absorbs thermal energy from the water tank and consequently
makes water solidification possible by further heat removal from the exterior surface and through
fins. Simultaneously, the refrigerant evaporates inside the thermosyphon. The ice-storage system
can function in three modes (charging, discharging, charging/discharging). The system has computer
monitoring and data collection, and is controlled by valve actuators. The system supplies subcooled
refrigerant for the plate heat exchanger by using the ice-storage system and provides increased
cooling capability and a higher COP for the refrigeration unit. The three operating modes of the
storage system facilitate passive control of the unit.

Tardy and Sami (2009) assessed with a mathematical model the enhanced HVAC thermal perfor-
mance obtained by integrating a heat pipe into a TES. One end of a bundle of heat pipes is inserted
in a CTES and subjected to an air flow that is cooled at the other end. The thermal behavior is
investigated experimentally under various conditions, to develop a better understanding of thermal
behavior of heat pipes as part of cooling TES systems. One of the main advantages of such TES
systems is their ability to function in a limited space with a rapid thermal response. Hsiao et al.
(2009) investigated experimentally an HVAC performance enhancement technique using TES as a
subcooler. Since the compressor operates under constant frequency, the integration improves the
COP of the overall system.

9.7.3 Other Techniques

One of the drawbacks of dynamic ice-slurry generators is ice adhesion to the heat exchanger wall.
Zhang et al. (2008) proposed a bubbling system to reduce ice adhesion in a continuous ice maker.
An air compressor is installed on a test vertical ice generator unit to produce bubbles in the solution
that agitate it and prevent adhesion. Factors affecting performance include air bubbling rate, coolant
inlet temperature, and additive concentrations in the solution. Ice-slurry production methods require
proper amounts of emulsifier and additives to the water to avoid ice adhesion to cooling walls.
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Figure 9.32 Some recent enhancement methods for PCM thermal conductivity (modified from Agyenim
et al., 2010)

A consistent geometry for a PCM storage container improves TES performance in some cases
(Akgün et al., 2008). Heat transfer and fluid flow analyses help better understand the thermal
performance of the system and relevant design factors.

9.8 Innovative Applications of TES Systems
Many innovative applications of TES using PCMs and other substances exist in the industrial
sector or are undergoing research and development. Various recently proposed TES applications
are summarized in Table 9.1 and depicted in Figure 9.34, include the integration of refrigeration
system’s cooling components with a PCM to reduce temperature variations, cooling innovations for
personal digital assistants and large-scale integrated electrical circuits, the integration of subcooler
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Figure 9.33 A typical finned thermosyphon as a thermal battery: (a) submerged in a water tank; (b) in charging
mode; (c) in discharging mode (modified from Huang et al., 2007)

heat exchangers with refrigeration systems to enhance gas turbine inlet-air cooling in warm
environments, and the integration of PCMs with wall or partitioning materials to provide a more
constant temperature and enhance comfort.

New applications of TES systems in remote and dry areas have been reported for still water
production and desalination of brackish water (Fang et al., 2009). Murugavel et al. (2010) used
sensible TES, consisting of solid materials such as quartzite rock, red brick pieces, and cement
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Figure 9.34 Some new and developed innovative TES applications
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Figure 9.35 Double-slope solar-based water production system (modified from Murugavel et al., 2010)

concrete pieces, in a portable solar water-producing system (Figure 9.35). It consists of a sealed
compartment as single basin double slope with two inclined sheets of glass, which receives the
solar radiation. Water vapor is generated by direct contact of salty water with some solid sensible
heat storages inside the system. Pure water condenses on the glass sheets and is drained on both
sides. The production rate depends on the water/glass and atmosphere temperature difference, and
a minimum basin depth exists that yields maximum productivity.

El-Sebaii et al. (2009) investigated numerically a desalination system integrating a PCM, pro-
ducing a transient mathematical model of the desalination process, and examining production
performance on daily and overnight bases. An analysis of the effect of several parameters (e.g.,
PCM mass, time of season, water mass) on productivity and efficiency showed that the use of stearic
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Figure 9.36 Solar crop dryer using natural convection and incorporating a packed-bed TES (modified from
Jain, 2007)

acid as the PCM almost doubled the system water production per unit area. Muthusivagami et al.
(2010) review solar cookers and crop dryers with and without thermal storage. The performance
of a crop dryer incorporating a packed-bed (porous plates of pebbles) TES and natural convection
has been investigated (Figure 9.36), as has the relation between crop temperature and moisture
content with drying rate (Jain, 2007). Utilizing TES reduces the temperature fluctuations during
drying even if solar radiation intensity varies, and permits use during nonsunny hours.

A novel and efficient reflux heat-transfer storage that operates at high temperatures is proposed for
use in a combined evaporation/condensation process in order to facilitate constant steam production
for a 12-MW solar power plant (Adinberg et al., 2010). Steam accumulators (Figure 9.37a) are used
in some solar power plants with parabolic trough collectors; steam/water or oil is utilized as the
heat transport material in the direct steam generation fields, reaching temperatures exceeding 400 ◦C
at a pressure of 100 bar (Steinmann and Eck, 2006). To achieve the highest volumetric energy
capacity, the steam accumulators store saturated water at high pressures instead of as superheated
vapor and are capable of a sensible heat storage capacity of 20–30 kWh/m3. Steam is obtained
during discharge by lowering the pressure. Disadvantages of using steam accumulators as a storage
include nondelivery of steam at constant pressure and high costs. But integrating TES with a steam
accumulator (Figures 9.37b and 9.37c) maintains a constant-pressure output during a longer period
and also decreases thermomechanical stresses in the main component of the power generating
plant (Figure 9.38).
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Figure 9.37 (a) Sliding-pressure steam accumulator; (b) integration of sensible TES with the accumulator;
(c) integration of latent TES with the accumulator (modified from Steinmann and Eck, 2006)

In some countries, where hydroelectric power is utilized, pumped storage is used when electricity
is not required or for economic reasons if a two-tariff policy exists for generation during peak and
nonpeak hours (Crampes and Moreaux, 2010). As an alternative to pumped storage, Desrues et al.
(2010) propose a high-temperature TES system with charging and discharging cycles of a Brayton
heat pump and heat engines, as depicted in Figure 9.39. This novel system avoids the geological
constraints associated with pumped storage and the need for elevation differences.

Gumus (2009) proposed integrating a thermal storage PCM with internal combustion engines
to eliminate or reduce CO and HC emissions during engine cold starts in cold weather. The
performance requires careful thermal management, which depends on such parameters as engine
temperature increment during charging/discharging, environmental conditions (T and P ), and
required preheating time. Some of the PCMs considered for use in vehicle thermal management
via TES are listed with their properties in Table 9.13.

Storing waste heat in a PCM for thermal management and performance enhancement also has
been investigated experimentally by Kauranen et al. (2010). The TES is part of an exhaust-gas
heat recovery system for a diesel engine, and is particularly beneficial when the engine has many
periods of idling. Tests of the designed heat exchanger (Figure 9.40) demonstrated reductions in
fuel consumption and emissions.

Innovative integrations of TES with trigeneration systems for buildings (Table 9.14) have been
proposed recently (Lai and Hui, 2009, 2010). An example of such an integrated system for
cooling and heating applications is shown in Figure 9.41. The economic feasibility depends on
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and Eck, 2006). Use of TES in a power production (c) and the corresponding T –s diagram (d) (Modified from
Tamme et al., 2008)
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Figure 9.39 Electricity storage using TES (modified from Desrues et al., 2010). (a) Charging by the supply
of energy to the Brayton heat pump; (b) discharging by generating electricity with a Brayton heat engine

Table 9.13 PCMs used in vehicle thermal management systems (Gumus, 2009)

PCM Melting temperature Heat of fusion Thermal conductivity Density
(◦C) (kJ/kg) (W/m K) (kg/m3)

Na2CO3·10H2O 32–36 246.5 N/A 1442
Na2SO4·10H2O 32.4 254 0.544 1458
Ba(OH)2·8H2O 48 265.7 0.653 1937
NaOH·H2O 58 N/A N/A N/A
NaOH 64.3 227.6 N/A 1690
NaNO3 307 172 0.5 2260
KNO3 333 266 0.5 2110
LiCl/KCl (58.7/41.3%) 352.7 251.5 N/A 1880
KOH 380 149 0.5 2044
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Figure 9.40 Heat recovery system for exhaust gases from a diesel engine. The heat exchanger and its casing
work as a latent TES (Kauranen et al., 2010)

heating/cooling load demands and the cost of the TES and its integration into the system. In
jurisdictions where electricity tariffs differ during peak and nonpeak periods, trigeneration systems
can be made economically more advantageous by incorporating TES for cooling and/or heating,
thereby adding flexibility to the system. Detailed techno-economic assessments for a given case are
necessary to determine the feasibility.

9.9 Advanced Applications of Exergy Methods
Energy analysis provides one view of system efficiency, focusing on heat transfer and losses, but
neglects second-law factors such as entropy generation and exergy. Exergy analysis is a particularly
beneficial complement to energy analysis.

Bouzid et al. (2008) investigated analytically the entropy generation in a fully developed, laminar
ice-slurry flow, utilizing a non-Newtonian power-law model for the slurry flow. The relation is
described between entropy generation and three main parameters: ice mass fraction and two dimen-
sionless groups. Increasing ice mass fraction flattens the velocity profile and increases entropy
generation in the slurry flow.

MacPhee and Dincer (2009) modeled a CTES consisting of ice capsules in a horizontal cylindrical
tank for two different temperature distributions (linear and quadratic), and applied first and second
law analyses. Fully developed plug flow is also considered with a mean porosity at steady state, as
is one- and two-dimensional conduction. The HTF temperature distribution and wall heat leakage
are determined, and radial conduction is observed to be more important than axial conduction.

Exergy analyses of refrigeration and HVAC systems incorporating TES identify component irre-
versibilities and facilitate efforts to improve performance from manufacturing through to operation
by the implementation of efficient techniques. Rosen and Dincer (2003) investigated with exergy
analysis performance issues for sensible cold storage and identified meaningful measures to improve
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Steam turbine
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Gas exhaust

Hot water
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BuildingsTES

TES

Figure 9.41 Typical integration of TES systems with a trigeneration unit (modified from Lai and Hui, 2009)

energy management and reduce losses. TES system performance is enhanced by exploiting the
advantage of thermal stratification within the storage, avoiding mixing and using more efficient
pumps. Bakan et al. (2008) determined for an ethylene-glycol-sensible CTES in a 350,000 kg tank
that the chiller COP depends significantly on storage and ambient temperature, HTF mass flow rate
and heat losses, and mildly on ambient temperature.

A response-based energy efficiency of the charging and discharging periods accounting for outlet
temperatures is determined by Yamaha et al. (2008) for two CTES systems: ice-on-coil and dynamic-
type ice generator. For the ice-on-coil storage system, the IPF is the most important performance
parameter, while inlet HTF temperature and mixing also have an effect.

9.10 Illustrative Examples
To illustrate the recent advances in TES methods, technologies, and applications discussed in this
chapter, three examples are presented: use of effectiveness as a measure of merit, the application
of a thermal battery ice storage in an HVAC system, and artificial neural networks in TES.

9.10.1 Use of Effectiveness to Complement TES Energy and Exergy
Efficiencies

The use of effectiveness as a measure of merit to complement efficiency in TES energy and
exergy analyses is described. The two measures together provide greater insights into performance
efficiency than efficiency alone.
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To illustrate, we focus on TES systems that comprise a shell-and-tube-type latent heat storage
system for its charging process. Many investigations suggest the shell-and-tube-type heat exchanger
as promising for latent heat storage, as it provides high efficiency while being compact. For instance,
Erek and Ezan (2007) examined the effect of flow parameters on energy stored for different config-
urations, while Trp (2005) and Trp et al. (2006) developed a model using an enthalpy formulation
for external melt on tube.

Effectiveness and Efficiency for TES

For evaluating TES systems, a dimensionless effectiveness measure was introduced (Erek and
Dincer, 2009), where

Effectiveness = Useful output

Maximum output
(9.1)

The energy effectiveness of a TES system εEn is defined as the ratio of actual total energy stored
to the maximum energy that can be stored. Maximum energy storage is achieved when the final
state of the system is equal to the temperature of inlet. Hence,

εEn = �Esys,t

�Esys,max
= Esys,t − Esys,i

Esys,t→∞ − Esys,i
(9.2)

Correspondingly, the exergy effectiveness of a TES system εEx is defined as the ratio of actual
total exergy stored to the maximum exergy that can be stored. The exergy effectiveness can be
expressed as

εEx = �Exsys,t

�Exsys,max
= Exsys,t − Exsys,i

Exsys,t→∞ − Exsys,i
(9.3)

It is instructive to contrast these effectiveness measures with the more common efficiencies. In
general, efficiency is often expressed as follows:

Efficiency = Useful output

Input
(9.4)

The energy efficiency η of a TES is the ratio of the energy recovered from the TES to the energy
input:

η = Energy recovered

Energy delivered
(9.5)

Similarly, the TES exergy efficiency ψ is the ratio of the exergy recovered to that input:

ψ = Exergy recovered

Exergy delivered
(9.6)

Illustration

As an illustration, we consider the shell-and-tube latent heat storage unit, modeled as shown in
Figure 9.42. The PCM fills the annular space around the tube, of inner radius ro and outer radius
rinf , while HTF flows inside the tube. The tube wall has inside and outside radii of ri and ro,
respectively. The rate of heat gain from the surroundings is evaluated as

Q̇gain = UA(T0 − TPCM ) (9.7)
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Phase change material
(PCM)

Heat-transfer fluid
(HTF)

Phase change material
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Heat gain occurs at walls

rinf
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m, Tin

Figure 9.42 Model of a latent TES system

where U is the experimentally determined overall heat-transfer coefficient, A is the heat transfer
area, and T0 and TPCM are the temperatures of the surroundings and the PCM near the wall,
respectively. The thermophysical properties of the PCM, tube wall, and HTF (see Table 9.15) are
taken to be independent of temperature, but the properties of the PCM differ in the solid and liquid
phases. Initially, the overall system is set to an initial temperature, which is higher than the melting
temperature of PCM. An analysis of the system is described by Erek and Dincer (2009). Two

Table 9.15a Properties of heat transfer fluid at several temperatures

Temperature, T Density, ρ Specific Thermal Thermal Dynamic
T (◦C) (kg/m3) heat, c conductivity, k diffusivity, α viscosity, µ

(J/kg K) (W/m K) (m2/s) (Pa s)

−10 838.594 2252.917 – 1.053 × 10−7 0.0030
−15 842.940 2208.537 0.199 1.069 × 10−7 0.0034
−20 847.286 2148.665 – 1.093 × 10−7 0.0038

Table 9.15b Properties of tube wall and phase change material

Material Phase Density, ρ Specific Thermal Thermal Latent
(kg/m3) heat, c conductivity, k diffusivity, α heat

(J/kg K) (W/m K) (m2/s) (J/m3)

Tube wall Solid 8800 420 52 1.407 × 10−5 –
PCM (water) Liquid 999.8 4217 0.561 1.33 × 10−7 333.5 × 106

Solid 916.8 2040 2.2 – –
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dimensionless dimensions are utilized:

R = r

D

X = x

D

The Fourier and Reynolds numbers are also used, where

Fo = αf t

D2

Ref = 4ṁ

πDµf

In this illustration, the thermal behavior of a cold latent TES system is described only for the
charging process. Heat infiltration losses are accounted for. While the energy delivered to the TES
is equivalent to the energy supplied by the HTF, the energy recovered is the total energy stored
during the charging process. The energy efficiency of the TES charging process is

η = �Esys,t

EHTF
(9.8)

where E denotes the internal energy and

�Esys,t = Esys,t − Esys,i =
∫∫∫

V

ρ(u − ui)dV (9.9)

EHTF = ṁ

t∫
t=0

(hout − hin)dt (9.10)

We can determine the corresponding exergy efficiency as follows:

ψ = �Exsys,t

ExHTF
=

∫∫∫
V

ρ [(u(t) − ui) − T0 (s(t) − si)] dV

ṁ
t∫

t=0
(εout − εin) dt

(9.11)

where �Exsys denotes the exergy accumulation in the system, and ExHTF denotes the flow exergy
of the HTF. Also, ε denotes specific flow exergy [(h − h0) − T0 (s − s0)] and

∫∫
V

∫
denotes the triple

integral for V in three-dimensional space.
The numerical model used in this study has been experimentally validated by Erek and Ezan

(2007). That work included a series of 81 parametric studies performed to assess the overall thermal
behavior of the TES unit by varying the design and operating parameters in Table 9.16.

First, we examine the behavior of the efficiencies, on energy and exergy bases. The time-
dependent variation of energy efficiency, defined earlier as the ratio of energy stored to energy
supplied by the HTF, is shown in Figure 9.43 for several design parameters and Re = 1000 and
Tin = −15 ◦C. This case ends when complete solidification occurs and the charging process finishes.
It is observed that the energy efficiency increases as shell radius decreases because of reduced heat
gain during charging. After solidification, however, the energy efficiency decreases as the shell
radius and the length of the TES decrease. Since heat loss continues but no additional energy
is stored, the energy efficiency decreases in this period. The variation in energy efficiency with
the Fourier number is shown in Figure 9.44 for several operating parameters with Rinf = 3 and
XL = 100. The most important operating parameter affecting energy efficiency is the HTF inlet
temperature, and energy efficiency increases as this temperature increases.
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Table 9.16 Design and operating parameters considered

Parameter Material, quantity, or value(s)

Element
PCM Water
HTF Ethyl alcohol
Pipe wall Bronze

Dimensionless dimensions
Inner radius of pipe 0.50
Outer radius of pipe 0.75
Shell radius, Rinf 2, 3, 5
Pipe length, XL 20, 50, 100

Reynolds number, Re 500, 1000, 2000
Temperatures (◦C)

Inlet temperature of HTF, Tin −10, −15, −20
Initial temperature of TES, Ti 0.3
Environment temperature, To 16.85
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Figure 9.43 Variation of energy efficiency with several design parameters for Re = 1000 and Tin = −15 ◦C

The variation of exergy efficiency, defined as the ratio of the exergy stored in the TES to the
exergy supplied by the HTF, with several design parameters is shown in Figure 9.45 for Re = 100
and XL = 100. Since exergy is a measure of energy quality, exergy efficiencies are more significant
than energy efficiencies. Irreversibilities mainly due to heat transfers across finite temperature
differences, between the environment and the PCM and between the PCM and the HTF, destroy
some of the input exergy. The exergy efficiency increases as the shell radius decreases and the TES
length increases until solidification is completed. The exergy efficiency decreases with time because
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Figure 9.44 Variation of energy efficiency with several operating parameters for Rinf = 3 and XL = 100
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Figure 9.45 Variation of exergy efficiency with several design parameters for Re = 1000 and Tin = −15 ◦C
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Figure 9.46 Variation of exergy efficiency with several operating parameters for Rinf = 3 and XL = 100

of heat gain. If heat gain is not considered, the exergy efficiency remains fixed after solidification.
The effect of operating parameters on the exergy efficiency for Rinf = 3 and XL = 100 is shown
in Figure 9.46, where it is observed that the exergy efficiency decreases as HTF inlet temperature
decreases and that the effect of Reynolds number is much less significant.

Now, we consider the effectiveness measures. The effect of design parameters on energy effec-
tiveness is shown in Figure 9.47 for Re = 1000 and Tin = −15 ◦C. It is observed that the charging
time decreases as the shell radius decreases, and that the effect of TES system length becomes more
significant as the shell radius increases. The effect of operating parameters on the energy effective-
ness is illustrated in Figure 9.48 for Rinf = 3 and XL = 100. The energy effectiveness increases,
or charging time decreases, as Reynolds number increases and HTF inlet temperature decreases,
since heat transfer increases with increasing Reynolds number and decreasing inlet temperature.

The effect of shell radius and TES length on the exergy effectiveness is illustrated in Figure 9.49
for Re = 1000 and Tin = −15 ◦C. A similarity between energy and exergy effectiveness measures
is observed, mainly since the storage behaviors of energy and exergy are similar in the TES system
considered. The variation of exergy effectiveness with the Fourier number for several Reynolds
numbers and inlet temperatures is presented in Figure 9.50 for Rinf = 3 and XL = 100. As antici-
pated, the exergy effectiveness increases and the required charging period decreases with HTF inlet
temperature and increasing Reynolds number.

The insights described here support the contention that energy and exergy effectiveness
measures are important parameters for assessing TES systems during charging and, more generally,
other processes.

Closure for Illustrative Example

The results show that energy and exergy effectiveness measures are significant parameters for
the assessment of TES systems, and provide useful complements to the corresponding efficiency
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measures. Effectiveness parameters demonstrate how effectively the system functions and are some-
times useful in optimization activities.

9.10.2 Thermal Battery Ice-Storage System

A thermal battery ice-storage system has been proposed by Huang et al. (2007), along with an
application in air-conditioning systems. The thermal battery stores and transfers thermal energy,
and includes a thermal reservoir maintained at or near its melting temperature, which acts as a latent
TES. It also includes a thermal conductor between the thermal reservoir and the external fluid or
substance, and a means for recharging the reservoir to maintain it at its melting temperature.

A thermal battery that includes a TES tank and a two-phase thermosyphon has been
experimentally investigated (Huang et al., 2007). The thermosyphon consists of three main parts:
parallel-finned tubes placed vertically inside the tank, and charging and discharging heat
exchangers of a double-pipe type located at the upper and lower regions of the energy storage tank,
respectively. The thermosyphon contains a working fluid (R-22 in this case) while the thermal
energy reservoir medium is water.

A thermal battery with its main components is shown in Figure 9.33a. This design aims to
overcome two drawbacks of conventional TES systems. First, there is no requirement for a pump
or valve to control the flow direction. Second, the system does not rely on the system piping to
charge or discharge energy, as both operation modes can be accomplished simultaneously.

Operation

There are three modes of operation for the thermal battery. Its charging and discharging modes are
illustrated in Figure 9.33b and c, respectively.

• Charging. A cooling fluid passes through the charging heat exchanger at the top of the battery.
Heat is transferred from the stored water to the working fluid inside the thermosyphon, causing
it to evaporate and the water to solidify. The evaporated fluid flows upward because of buoyant
forces. When the vapor reaches the charging heat exchanger, heat is transferred to the cooling
fluid and the vapor condenses. The condensed vapor flows along the wall of the finned tube
where it undergoes film evaporation to form ice again.

• Discharging. The hot fluid passes through the discharging heat exchanger at the bottom of the
thermal battery, and heat is transferred from the hot fluid to the working fluid in the thermosyphon,
causing it to evaporate. The evaporated fluid flows upward and undergoes film condensation at the
inner wall of the finned tubes. The condensed vapor flows down to the discharge heat exchanger.
This process results in indirect heat transfer from the stored ice to the hot fluid.

• Simultaneous charging and discharging. Cold and hot fluids pass through the charging and
discharging heat exchangers, respectively. The cold fluid causes charging of the battery while the
hot fluid causes discharging. If the energy supply rate to the battery is greater than the energy
discharge rate, ice is formed and energy is stored in the battery. If the energy discharge rate
is greater than the supply rate, ice is melted and energy is released from the battery. If energy
supply and discharge occur at the same rate, energy is transferred via the working fluid directly
from the cold to the hot fluid.

Integration into Air-Conditioning Systems

The thermal battery can be integrated into an air-conditioning system to function in two main ways:
(i) to cool return water from cooling coils by passing it through the discharge heat exchanger and
(ii) to cool the discharged refrigerant from the condenser and act as a subcooler. The latter method
was adopted by Huang et al. (2007) and is described here.
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Figure 9.51 Integration of a thermal battery into an air-conditioning system

Figure 9.51 shows a possible integration into an air-conditioning system, where the thermal
battery acts as a subcooler for the discharged refrigerant from the condenser. The system consists
of a refrigeration unit (indoor), consisting of a pump, a fan coil, and the thermal battery. The
thermal battery is integrated into the refrigeration cycle by connecting the liquid line (condenser
outlet) to both the charging and discharging heat-exchanger inlets. The outlet of the thermal battery
is connected to the compressor of the charging heat exchanger outlet and to the evaporator of the
discharging heat exchanger outlet. Three additional components are needed for the refrigeration
cycle: an extra solenoid valve, an expansion valve at the inlet of the charging heat exchanger, and
a pressure-reducing valve on the suction line, which lowers the pressure of the suction gas from
the evaporator pressure to that of the charging heat exchanger.

Hence, this system is self-regulating and does not need any form of control for the refrigerant
flow. The expansion valves act as actuators for controlling the refrigerant flow through the cycle,
to regulate the refrigerant flow depending on the load.

The overall cycle observed by the system is shown in Figure 9.52 on a P –h diagram. When
the cycle is in charging mode, all refrigerant is circulated through the thermal battery and the
cycle operates as a refrigeration cycle between the condensing pressure and the charging heat
exchanger pressure. This mode can be seen in Figure 9.52 as the cycle 1, 2, 3, 4, and 5, noting
that points 5 and 1 are the same when operating in charging mode. No refrigerant is allowed to
pass through the evaporator. When operating in the discharge mode, the cycle also operates as
a refrigeration cycle, but this time the low pressure becomes the pressure of the evaporator. The
cycle in this mode is shown in Figure 9.52 as cycle 1, 2, 3, 6, 7, 8, and 9, noting that points 9
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Figure 9.52 System pressure P versus enthalpy h diagram with a thermal battery

and 1 are the same at the charge heat exchanger pressure. Again the refrigerant is not allowed to
circulate through the charging heat exchanger. When operating simultaneously, a fraction of the
refrigerant passes through the charging cycle and the remainder through the discharge cycle. In
this instance, point 1 becomes the point of mixing both streams from points 9 and 5. When the
system operates in the simultaneous charging and discharging mode, the refrigerant passes through
all system components, with the refrigerant fractions flowing through the charging heat exchanger
and the evaporator controlled by the cooling load. As the cooling load increases, more refrigerant
passes through the evaporator and less through the charging heat exchanger. We can see that the
compressor always has to compress the refrigerant from the lower pressure, the charging heat
exchanger pressure, to the condensing pressure regardless of the cycle operation mode. This is a
weakness of the cycle since there will always be the same compressor power input. The reason for
this is the pressure-reducing valve installed in the suction line, which always lowers the refrigerant
pressure from the evaporator pressure to the charge heat exchanger pressure.

Assessment

The performance of the system in Figure 9.51 has been investigated experimentally. The behavior
of the energy storage material in the thermal battery for several charging temperatures has been
examined, as has the overall system performance with the thermal battery in simultaneous charging
and discharging modes of operation. The ice fraction in the thermal battery can be observed visually
during experiments.

A performance assessment of the thermal battery shows that the total cooling capacity of the
system is

Q̇a = Q̇b + Q̇1 (9.12)

where Q̇a is the cooling capacity provided by the overall cycle, Q̇b is the cold storage rate in the
thermal battery, and Q̇1 is the cooling load on the fan coil unit. The cold storage rate in the thermal
battery can be expressed as

Q̇b = 1

�t

{[∑12

n=10
MnCp�Tn,t

]
+ (

ms,t+�t − ms,t

)
he

}
(9.13)

where the first term in the braces represents the sensible cooling rate and the second term the
latent cooling rate. The cooling load on the fan coil unit can be found with the difference in water
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temperature between the inlet and exit as

Q̇1 = ṁw(Twi − Two) (9.14)

Performance

First we consider the performance of the thermal battery, focusing on the charging operation. The
behavior of water in the thermal battery varies with charging temperature. The water was cooled
sensibly from 21 to 0 ◦C (sensible cooling), and then ice formed (latent cooling). The water exhibited
supercooling, as ice did not start to form at 0 ◦C. The vertical temperature distribution with time
in the thermal battery for a charging temperature of −5 ◦C is shown in Figure 9.53. For a charging
temperature of −5 ◦C, no ice was formed and the water became supercooled. The behavior varies
with charging temperature. For a charging temperature of −9 ◦C, for instance, the water supercools
to its nucleation temperature (around −6 ◦C) and then ice starts forming at a temperature of 0 ◦C.
After all the water freezes, the ice is cooled sensibly to the charging temperature. The ice fraction
can be determined as a function of time and charging temperature, but it is noted that no ice is
formed for a charging temperature of −5 ◦C.

Next we consider the performance of the system with a thermal battery. The performance of the
total system is examined with the water in the thermal battery initially at 24 ◦C, based on experi-
mental data. Simultaneous charging and discharging of the thermal battery is assumed. Little ice is
formed between 8:00 am and 6:00 pm because of the high fan coil cooling capacity required. Latent
energy is stored when cooling is not required at the fan coil unit. System performance characteristics
are illustrated for component energy transfer rates in Figure 9.54 and for COP in Figure 9.55.

Energy and Exergy Assessments

The charging and discharging processes for the thermal battery can be assessed as part of a system.
In the charging process, the system operates as a refrigeration cycle with the evaporator acting as
the charging heat exchanger. Charging occurs when there is no cooling load on the fan coil unit.
The discharge heat exchanger acts as a refrigerant subcooler, and can be viewed as an extension
of the condenser in the thermal battery discharge process. Assessment from energy and exergy
perspectives can be carried out for the overall process and its subprocesses.

As an example, energy and exergy assessments are considered for a discharging process. The
temperature of the reference environment is taken to be 25 ◦C and the pressure 100 kPa.

Charge side temperature: −5 °C
ESM initial temperature: 21 °C
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Figure 9.53 Temperature distribution in the thermal battery for a −5 ◦C charging temperature. ESM denotes
energy storage module
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Discharging occurs when the system provides cooling to the chilled water in the fan-coil loop.
During this process, all the refrigerant is passed through the discharging heat exchanger. Various
parameters can be modified, including condensing temperature, evaporating temperature, refrigerant
mass flow rate, the storage water temperature in the thermal battery, and the amount of subcooling
provided by the thermal battery. During discharging, the thermal battery can be viewed as an
extension of the condenser that supplies further subcooling to the refrigerant. The advantage of
the thermal battery in the subcooling application over other methods of subcooling is that, due to
its low temperature, it provides significantly more subcooling to the refrigerant. The net effect is
a notable increase in system capacity. Conventional subcooling methods provide up to 6–10 ◦C
of refrigerant subcooling, but with the thermal battery this figure increases because of the high
temperature difference between the refrigerant exiting from the condenser and the thermal battery
temperature. Hence, 15 ◦C of refrigerant subcooling is considered here.

Two systems are considered: one with and one without a thermal battery. The manner in which the
two systems respond to the change in cooling load demand with time is assessed. The performance
of the systems in terms of the cooling load it supplies over time, when operating with and without
a thermal battery, indicates that a system with a thermal battery can supply a greater cooling load
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Figure 9.57 Variation of system exergy efficiency over a day, for systems with and without a thermal battery

at all times. In fact, a system operating with a thermal battery is able to provide a maximum peak
load 14% greater than that of the system without a thermal battery. Next, measures of merit are
considered. The variation in energy efficiency (in terms of COP) for the systems during the day is
illustrated in Figure 9.56, where the system COP is clearly observed to increase when the system
operates with a thermal battery (by 15% on average over the operational period). Similarly, the
variation in exergy efficiency for the systems during the day is illustrated in Figure 9.57, where
the system exergy efficiency is observed to increase when operating with a thermal battery (by
an average of around 14%). The benefits demonstrated here indicate that a thermal battery can be
beneficially applied in air-conditioning systems.

In general, the use of a thermal battery in an air-conditioning system was found to enable a 28%
greater cooling effect than the maximum rated cooling capacity of the system without the thermal
battery. Also, the overall system achieves high COPs (up to 6.1) during discharging but has low
values (as low as 3.1) during charging because of the greater compressor work required. Note that
the integrated part-load operational performance over the period of operation is needed to better
understand thermal battery and its behavior.
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9.10.3 Use of Artificial Neural Networks in TES

Artificial neural networks (ANNs) are nonlinear mapping systems whose structures are based on
principles inspired by the biological nervous systems of humans. An ANN consists of a large
number of simple processors linked by weighted connections. By analogy, the processing units
are called neurons . Neural networks provide a fundamentally different approach from numerical
solution methods to forecast future behavior. This technique has been applied in various scientific
disciplines and has yielded encouraging results in many areas of system modeling, for example,
Massie (2002), Yang et al. (2005), Ben-Nakhi and Mahmoud (2004), Abbassi and Bahar (2005),
Lecoeuche et al. (2005), Diaz et al. (2001), and Pacheco-Vega et al. (2001).

Although analytical and numerical methods have been employed for thermal modeling of TES
systems, ANN methods have only begun to be applied. In this section, the use of ANNs is examined
for TES applications, based on an investigation reported by Ermis et al. (2007). For simplicity,
we focus on a particular TES process for latent storage. In other words, we use ANNs to predict
the total thermal energy stored in a TES system. Experimental data are utilized with the ANN
approach, in which heat transfer is examined during phase change in a finned-tube latent storage.
The ANN results are compared with numerical and experimental predictions.

The ANN approach allows predictions even when data for heat transfer are lacking. ANN can
consequently provide a useful tool for heat-transfer analysis during such two-phase heat-transfer
processes, as it can avoid the costs and challenges of experimental work.

Artificial Neural Network Approach

The ANN approach is described here. The neuron is a basic processor in neural networks. Each
neuron has one output, based on the characteristic of the neuron activation, and can receive multiple
inputs from other neurons. An artificial neuron is modeled as a multi-input nonlinear process with
weighted interconnections. The back-propagation algorithm is considered to be the most suitable
method for training multilayer feed-forward networks (Reed and Marks, 1999; Rojas, 1996; Haykin,
1999; Fausett, 1994) and involves the following steps:

1. Provide a training pattern and propagate it through the network to obtain the outputs.
2. Initialize all weights and thresholds, by setting all weights and thresholds to small random values.

Usually the training sets are normalized to values between −0.9 and 0.9 during processing.
3. Calculate the net input to the j th node in the hidden layer:

netj =
n∑

i=1

wijxi − θj (9.15)

Here, i denotes the input node, j denotes the hidden-layer node, x is the input, wij is the
weighting value for the connection from the i th input node to the j th hidden-layer node, and θj

is the threshold between the input and hidden layers.
4. Calculate the output of the j th node in the hidden layer:

hj = fh

(
n∑

i=1

wijxi − θj

)
(9.16)

fh(x) = 1

1 + e−λhx
(9.17)

Here, hj is the vector of hidden-layer neurons, fh is a logistic sigmoid activation function
from the input layer to the hidden layer, and λh is a variable that controls the slope of the
sigmoidal function.
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5. Calculate the net input to the k th node in the hidden layer:

netk =
∑

j

wkj xj − θk (9.18)

Here, k represents the output layer, wkj is the weight for the connection from the j th hidden-layer
node to the k th output layer, and θk is the threshold connecting the hidden and output layers.

6. Calculate the output of the k th node in the output layer:

yk = fk


∑

j

wkj xj − θk


 (9.19)

fk(x) = 1

1 + e−λkx
(9.20)

Here, yk is the output of the output-layer neurons, fk is a logistic sigmoid activation function
from the hidden layer to the output layer, and λk is a variable that controls the slope of the
sigmoid functional.

7. Calculate errors: The output-layer error between the target and the observed output is

δk = − (dk − yk) f ′
k

f ′
k = yk(1 − yk) for sigmoid function (9.21)

Here, δk is the vector of errors for each output neuron and dk is the target activation of the output
layer. δk depends only on the error (dk − yk) and f ′

k is the local slope of the node activation
function for the output nodes. Similarly, the hidden-layer error is

δj = f ′
h

n∑
k=1

wkj δk

f ′
h = hj (1 − hj ) for sigmoid function (9.22)

where δj is the vector of errors for each hidden-layer neuron, δj is a weighted sum of the all
nodes and f ′

h is the local slope of the node activation function for hidden nodes.
8. Adjust the weights and thresholds in the output layer:

w
(t+1)
kj = w

(t)
kj + αδkhj + η

(
w

(t)
kj − w

(t−1)
kj

)
(9.23)

θ
(t+1)
k = θ

(t)
k + αδk (9.24)

Here, α is the learning rate, η is the momentum factor, and t is the time period. The learning
rate and the momentum factor are used to allow the previous weight change to influence the
weight change in time period t . These calculation steps are repeated until the output layer error
is within the desired tolerance for each pattern and neuron.

Numerical and Experimental Data

As noted earlier, numerical and experimental data are utilized as part of the ANN approach. The
numerical analysis of the system is developed on the basis of the simplified model for the finned-
tube heat storage unit shown in Figure 9.58. The numerical analysis is described by Ermis et al.
(2007), and the experimental unit and procedure by Erek et al. (2005).

Experimental data are obtained from the test unit shown in Figure 9.59, which has three main
parts: flow system, heat-transfer test section, and temperature measurement system. The heat-transfer
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Figure 9.59 Experimental test system and its components (Erek et al., 2005)

test section consists of an energy storage tank in the shape of a rectangular solid (420 mm in width,
570 mm in length, and 500 mm in height) and a finned tube around which is a PCM. A digital
camera is used to visualize the solidification fronts around the finned tube and data are transmitted
to a computer. To reduce heat losses, the tank base is covered with a 50-mm layer of styrofoam
insulation and the side walls and top with 30 mm of styrofoam. The finned tubes are cylinders
made of bronze (87.2% Cu, 6.57% Sn, 4.13% Zn, and 1.97% Pb), with a length of 570 mm and
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Table 9.17 Characteristics of tubes used in experiments

Fin details
Tube type Heat-transfer area

Number Diameter Spacing (m2)
(mm) (mm)

1 (bare tube) – – – 0.0942
2 7 54 65.0 0.1650
3 7 64 65.0 0.1936
4 11 54 40.0 0.2060
5 11 64 40.0 0.2513
6 15 54 27.5 0.2505
7 15 64 27.5 0.3139

inner and outer radii of 10 and 15 mm, respectively. The finned portion of the tube has a length of
440 mm, and the fin thickness is 3 mm. Other tube dimensions are listed in Table 9.17. The flow
system contains a HTF reservoir, a constant-temperature circulating bath, a variable-speed pump,
a flow meter, and a hydrodynamic entry section. The hydrodynamic entry section length chosen
(approximately 240 tube diameters or 6500 mm) is sufficiently long to ensure fully developed flow
for the HTF at the inlet of the energy storage unit. Ethyl alcohol (CH3 –CH2OH) is used as the HTF
to assure liquid behavior over the experimental temperature range. Thermocouples are embedded in
the midsections of the fin tip and the fin base. Water is used as the PCM and preliminarily cooled
to a temperature of 0.3 ◦C. Tests are performed at three inlet temperatures (−10, −15, and −20 ◦C)
and six Reynolds numbers between 500 and 7000.

Application of the ANN Approach to TES

The feed-forward neural network has become the most popular among the various types of a neural
networks, and the back-propagation network is the most common technique for a feed-forward
neural network since a mathematically strict learning scheme exists to train the network and ensure
mapping between inputs and outputs. Here, an ANN is used to predict the heat transfer in a PCM
heat storage around a finned tube, and a feed-forward back-propagation method is used for the
training and learning processes. A C++ computer code is developed to solve the ANN algorithm.
Neural networks need a range of input and output values, which should be between 0.1 and 0.9, in
line with restrictions for the sigmoid function.

Experimental and required data are normalized as follows:

Actual data − Minimum data

Maximum data − Minimum data
× (High data − Low data) + Low data (9.25)

where minimum and maximum refer to the annual minimum and maximum data values, respec-
tively, while high and low refer to the maximum normalized data value (0.9) and the minimum
normalized data value (0.1), respectively, as commonly preferred (Nasr et al., 2003).

A three-layer feed-forward back-propagation neural network for heat storage is developed as
shown in Figure 9.60. There are four network input parameters: heat-transfer area, Reynolds num-
ber, inlet temperature of HTF, and time. The output term is stored thermal energy. The weights,
biases, and hidden node numbers are altered to minimize the error between output values and the
current data. To obtain error convergence, the configurations of the ANN are set by selecting the
number of hidden layers and nodes, and the learning rate and momentum coefficient. The 240 cases
corresponding to the experimental data set are divided into two data groups. The first data group
consists of 200 sets (83% of all data) used for training the network and the second data group
consists of 40 sets used to verify the ANN model. Data for the first group are selected randomly
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Figure 9.60 Three-layer feed-forward back-propagation neural network for thermal analysis

for the second tube type from the experimental tubes. The learning process is performed using the
first, third, fourth, fifth, sixth, seventh, and bare tube types (see Table 9.17).

The ANN approach is utilized for stored thermal energy by using the four inputs, one output,
and three different nodes (8, 13, and 18 in the hidden layer). In the algorithm, the learning rates
and momentum coefficients are 0.6 for learning processes, in which 400,000 iterations are used to
obtain good fits.

The three error parameters used to compare the performance of the various ANN configurations
are consistent with those recommended by Sablani et al. (2005). Specifically, the performance
of various ANN configurations is compared using the absolute mean relative error (AMRE), the
standard deviation (SD) in the relative error, and the absolute fraction of variance (R2) as follows:

AMRE = 1

n

n∑
i=1

ABS(B) (9.26)

SD =

√√√√√
n∑

i=1

(
B − B̄

)2

n − 1
(9.27)

R2 = 1 −




n∑
i=1

(yi − ai)
2

n∑
i=1

(ai)2


 (9.28)

where yi is the prediction value, ai is the experimental value, n is the number of data values, and
B = (yi − ai)/ai .

Results for ANN Approach

Table 9.18 lists the prediction errors (AMRE, SD in the relative errors, and absolute fraction of
variance) for the ANN configurations for stored thermal energy in the learning process, including
200 experimental data for the training data set. The 13 nodes of the hidden configuration appear to
be the best selection, based on the resulting prediction errors in Table 9.18. Figure 9.61 shows a
plot of the predicted versus desired output values of stored thermal energy using the optimal neural
network in the learning process.
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Table 9.18 Prediction errors associated with
the ANN configuration for stored thermal
energy in the learning process

No. of neurons AMRE SD R2

in hidden layer (%) (%)

8 6.7181 7.8695 0.9917
13 6.6384 7.7835 0.9919
18 6.6562 8.0609 0.9918

Total stored thermal energy (kJ/m)
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Figure 9.61 Comparison of stored thermal energy predicted with the ANN approach and actual values

The network performance with various neuron numbers in the hidden layer is presented in
Figure 9.62. It is seen that the optimum neuron numbers are 13 in the hidden layer for 400,000
iteration cycles. The ANN results are also compared with the experimental and numerical results for
total stored thermal energy in the tube type-2 for the various experimental conditions in Table 9.19.
To compare the ANN and numerical models, 13 of hidden numbers, 0.6 of the learning rates, and
momentum coefficients are used in the model. The results of this comparison are assessed using the
prediction errors. The ANN approach is observed to have an average AMRE of 5.58%, an average
SD of 0.01791, and an average R2 of 0.9950, while the numerical model has corresponding values
of 14.99%, 0.00887, and 0.9664 respectively.

The results for the ANN approach are compared with the numerical and experimental data for
the total stored thermal energy in Figure 9.63 at Re = 500, 1000, and 2000, and in Figure 9.64 for
Re values of 3000, 5000, and 7000, at an inlet temperature of −15 ◦C. In these figures, the ANN
prediction has an average AMRE of 13.74%, compared to the numerical model prediction, which
has a corresponding value of 4.62%, in comparison with experimental results for a laminar flow
regime at Re = 500. Table 9.20 also shows the average AMRE values, to facilitate comparisons
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Figure 9.62 Variation of network performance in terms of AMRE with training cycles, for several numbers
of neurons in the hidden layer

between the ANN and numerical approaches for the tube type-2 for various Reynolds numbers,
at an inlet HTF temperature of −15 ◦C. This table basically shows that the ANN provides better
results and achieves better agreement with experimental data, although this is in part because
the ANN approach uses some experimental data. Also the ANN and numerical approaches are
compared with experimental data for the total stored thermal energy at Re = 500 and 5000, for an
inlet HTF temperature of −20 ◦C in Figure 9.65 and −10 ◦C in Figure 9.66. Although these figures
demonstrate that both ANN and numerical results are close to the experimental data at Re = 500,
the ANN approach provides better agreement than the numerical model at Re = 5000 for both HTF
inlet temperatures.

A validation of the ANN model, which is an important step in ensuring the reliability of results,
is reported by Ermis et al. (2007). Overall, the ANN approach appears to be a promising tool for
thermal analysis of both latent and sensible TES systems.

9.11 Future Outlook for TES
Many new applications of TES systems are anticipated to evolve to improve thermal management
for thermal systems, including enhanced waste heat/cold recovery, electrical circuit cooling, energy
management in electrical and fuel cell vehicles, and photovoltaic battery cooling.

Energy-use reduction and performance optimization of engineering systems are likely to remain
significant concerns for TES systems and their utilization in industry. Thermodynamics, particu-
larly second-law considerations, will become increasingly important in assessing and improving
efficiency, with exergy destruction being a significant measure of merit for meaningfully quan-
tifying the entropy generating in a TES-based system and its components. Research will almost
certainly continue on improving the performance and efficiency of thermal systems incorporating
TES, and on developing improved materials, storage configurations, and operational strategies,
especially where relevant to industry.
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Table 9.19 Total stored energy parameters predicted by ANN and numerical models for various
experimental conditions (tube type 2)

Experiment conditions Total stored energy parameters
Inlet Numerical model ANN Model

Reynolds temperature Time Experimental Results AMRE SD (%) R2 Results AMRE SD (%) R2

number (◦C) (min) results (kJ/m) (kJ/m) (%) (kJ/m) (%)
30 184.72 183.13 0.86 0.02646 0.9999 174.93 5.30 0.00477 0.9972
60 348.28 349.15 0.25 0.02442 1.0000 326.61 6.22 0.00624 0.9961

−10 90 496.21 505.22 1.82 0.02157 0.9997 454.48 8.41 0.00975 0.9929
120 644.92 654.10 1.42 0.02229 0.9998 557.67 13.53 0.01795 0.9817
30 281.03 267.98 4.64 0.03336 0.9978 255.76 8.99 0.01068 0.9919
60 533.82 506.09 5.19 0.03437 0.9973 468.27 12.28 0.01595 0.9849

500 −15 90 770.76 727.77 5.58 0.03507 0.9969 650.29 15.63 0.02131 0.9756
120 971.42 938.28 3.41 0.03111 0.9988 796.08 18.05 0.02519 0.9674
30 346.69 340.94 1.66 0.02791 0.9997 328.45 5.26 0.00471 0.9972
60 664.86 639.45 3.82 0.03186 0.9985 607.28 8.66 0.01015 0.9925

−20 90 928.16 915.99 1.31 0.02728 0.9998 866.35 6.66 0.00695 0.9956
120 1187.49 1178.18 0.78 0.02632 0.9999 1092.37 8.01 0.00911 0.9936
30 275.53 321.12 16.54 0.00532 0.9726 279.67 1.50 0.00612 0.9998

1000 −15 60 531.71 597.38 12.35 0.00233 0.9847 515.91 2.97 0.00104 0.9991
90 762.73 850.74 11.54 0.00382 0.9867 719.56 5.66 0.00535 0.9968

120 966.93 1089.26 12.65 0.00179 0.9840 886.39 8.33 0.00962 0.9931
30 312.89 372.40 19.02 0.00984 0.9638 334.69 6.97 0.01488 0.9951

2000 −15 60 590.57 682.67 15.60 0.00359 0.9757 609.05 3.13 0.00873 0.9990
90 843.77 963.42 14.18 0.00101 0.9799 850.18 0.76 0.00493 0.9999

120 1063.06 1225.94 15.32 0.00309 0.9765 1053.49 0.90 0.00227 0.9999
30 416.75 478.83 14.90 0.00231 0.9778 397.67 4.58 0.00362 0.9979

3000 −15 60 730.25 831.83 13.91 0.00051 0.9806 698.33 4.37 0.00328 0.9981
90 1018.75 1139.24 11.83 0.00329 0.9860 965.57 5.22 0.00464 0.9973

120 1281.75 1421.37 10.89 0.00500 0.9881 1195.62 6.72 0.00705 0.9955
30 319.40 461.56 44.51 0.05638 0.8019 357.72 12.00 0.02293 0.9856

−10 60 570.66 770.15 34.96 0.03894 0.8778 620.70 8.77 0.01776 0.9923
90 789.07 1035.13 31.18 0.03205 0.9028 849.99 7.72 0.01608 0.9940

120 984.29 1272.47 29.28 0.02857 0.9143 1054.57 7.14 0.01515 0.9949
30 472.04 619.36 31.21 0.03209 0.9026 486.44 3.05 0.00860 0.9991

5000 −15 60 818.17 1030.59 25.96 0.02252 0.9326 831.43 1.62 0.00631 0.9997
90 1132.52 1380.66 21.91 0.01512 0.9520 1132.18 0.03 0.00367 1.0000

120 1402.43 1699.08 21.15 0.01373 0.9553 1389.67 0.91 0.00226 0.9999
30 608.69 752.89 23.69 0.01837 0.9439 613.74 0.83 0.00504 0.9999
60 1035.99 1246.88 20.36 0.01228 0.9586 1050.49 1.40 0.00596 0.9998

−20 90 1423.98 1671.69 17.40 0.00687 0.9697 1436.37 0.87 0.00511 0.9999
120 1758.65 2057.08 16.97 0.00610 0.9712 1741.06 1.00 0.00211 0.9999
30 553.10 688.11 24.41 0.01968 0.9404 578.88 4.66 0.01118 0.9978
60 927.21 1121.72 20.98 0.01342 0.9560 956.41 3.15 0.00876 0.9990

7000 −15 90 1254.21 1488.61 18.69 0.00924 0.9651 1275.41 1.69 0.00642 0.9997
120 1548.99 1821.52 17.59 0.00724 0.9690 1543.57 0.35 0.00315 1.0000

Mean 14.99 0.01791 0.9664 – 5.58 0.00887 0.9950
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Figure 9.63 Variation of total stored thermal energy with time, using the ANN approach, the numerical model,
and experimental data, for Re = 500, 1000, and 2000 and a HTF inlet temperature of −15 ◦C
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Table 9.20 Comparison of mean AMRE values (in %) for ANN
approach and numerical model for various Reynolds numbers (tube
type 2 and HTF inlet temperature = −15 ◦C)

Approach Reynolds number

500 1000 2000 3000 5000 7000

ANN approach 13.74 4.62 2.94 5.22 1.40 2.46
Numerical model 4.71 13.27 16.03 12.88 25.06 20.42
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Figure 9.65 Variation of total stored thermal energy with time, using the ANN approach, the numerical model,
and experimental data, for Re = 500 and 5000 and a HTF inlet temperature of −20 ◦C

The use of TES systems as thermal capacitors in refrigeration or HVAC plants will likely facilitate
enhanced energy utilization. To design TES systems better, improved understanding is needed of
the behaviors of such parameters as velocity, temperature, and pressure. Reliance on numerical
approaches to quantify these and other parameters like temperature, in thermodynamic analysis,
optimization, and design can be expected to increase. A description of the dynamic behavior of
the thermal systems incorporating TES, obtained via simulation and experimentation, will become
increasingly necessary to develop enhanced operational strategies and applications.

It will remain important to select a TES type that is appropriate to the application and
environmental conditions. Comprehensive design methodologies based on relevant criteria,
including thermodynamics, economics, environmental impact, and other factors, will likely be
increasingly needed.

Although much of the material covered in this chapter focuses on TES components and microlevel
considerations for charging and discharging under steady conditions, broader macrolevel consid-
erations like thermoeconomic analyses of TES systems and their incorporation in HVAC will be
needed. This knowledge can help enhance operation strategies and installation configurations and
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Figure 9.66 Variation of total stored thermal energy with time, using the ANN approach, the numerical model,
and experimental data, for Re = 500 and 5000 and a HTF inlet temperature of −10 ◦C

facilitate optimization. Efforts are likely to expand to reduce internal and external exergy losses
due to irreversibilities during TES charging, storing, and discharging. Comprehensive studies on
relevant parameters and systems will become increasingly important to assist future design efforts.

Improved technology transfer between researchers and designers involved with TES will remain
important to ensure that researchers understand industry needs and that industry is aware of new
TES developments.

Nomenclature

A area (m2)
AMRE absolute mean relative error
ai experimental value
B variable
c specific heat (J/g K)
COP coefficient of performance
D diameter (m)
d capsule diameter (m)
dk target activation of output layer
E energy (J)
Ex exergy (J)
Fo Fourier number
f logistic sigmoid activation function
fh logistic sigmoid activation function from input layer to hidden layer
fk logistic sigmoid activation function from hidden layer to output layer
f ′

h local slope of the node activation function for hidden nodes
f ′

k local slope of node activation function for output nodes
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h specific enthalpy (J/kg); vector of hidden-layer neurons
he latent heat of water (kJ/kg)
k thermal conductivity (W/m K)
L length (m)
M mass of energy storage material (kg)
m mass (kg)
n data number
Q̇a cooling capacity (kW)
Q̇b cold storage rate (kW)
Q̇1 cooling load (kW)
R dimensionless radial distance
r radius, radial distance (m)
R2 absolute fraction of variance
Re Reynolds number
s specific entropy (J/kg K)
SD standard deviation
T temperature (◦C)
t time (s)
U overall heat transfer coefficient (W/m2 K); velocity (m/s)
u specific internal energy (J/kg); velocity (m/s)
V volume (m3)
wij weight connecting i th input node to j th hidden-layer node
wkj weight connecting j th hidden layer node to k th output layer
X dimensionless length
x longitudinal distance (m); multiple inputs
y output
yi prediction value

Greek symbols

α thermal diffusivity (m2/s); learning rate
δj vector of errors for each hidden-layer neuron
δk vector of errors for each output neuron
ε porosity; effectiveness
θj threshold between the input and hidden layers
η energy efficiency; momentum factor
λ variable controlling slope of sigmoid function
µ dynamic viscosity (N s/m2)
ρ density (kg/m3)
� sphericity
ψ exergy efficiency

Subscripts

, partial derivative
– mean
d discharge heat exchanger
En energy
Ex exergy
f transfer fluid
h hidden layer
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i node number; initial; inside
ice ice
in inlet
inf outside of tank
j hidden-layer node
k output layer node
l cooling load
n data number
o outside
out outlet
p particle
sys system
t time
w water

Acronyms

ANFIS Adaptive-network-based fuzzy inference system
ANN Artificial neural network
BLAST Building load analysis and system thermodynamics
CTES Cold thermal energy storage
DSC Differential scanning calorimeter (calorimetry)
HTF Heat transfer fluid
HVAC Heating, ventilating, and air-conditioning
IPF Ice packing factor
MINLP Multi-period mixed-integer nonlinear programming
MPCM Microencapsulated phase change material
O/W Oil in water emulsion
PCM Phase change material
PTFE Polytetrafluoroethylene
PVC Polyvinyl chloride
RT Rubitherm
SVM Support vector machines
TES Thermal energy storage
TOPSIS Technique for order performance by similarity to ideal solution
TRNSYS Transient Energy System Simulation Tool
W/O Water in oil emulsion
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Study Questions/Problems
9.1 Review the new developments and advances in this chapter relating to TES methods , including such

activities as modeling, analysis, optimization, and design, and list in rank order the three that you
feel are the most important or significant. Explain and justify your selection, with quantitative as
well as qualitative arguments.

9.2 Review the new developments and advances in this chapter relating to TES technology and systems ,
including new devices and system integrations, and list in rank order the three that you feel are
the most important or significant. Explain and justify your selection, with quantitative as well as
qualitative arguments.

9.3 Review the new developments and advances in this chapter relating to TES applications , including
utilization of TES in building systems, industry, and power generation, and list in rank order the
three that you feel are the most important or significant. Explain and justify your selection, with
quantitative as well as qualitative arguments.

9.4 Investigate new developments and advances in TES methods that are not included in this chapter,
and list three that you feel are important or significant. Use sources such as journals, conference
proceedings, web sources, and industry communications. Explain and justify your selection, with
quantitative as well as qualitative arguments.

9.5 Investigate new developments and advances in TES technology and systems that are not included
in this chapter, and list three that you feel are important or significant. Use sources such as jour-
nals, conference proceedings, web sources, and industry communications. Explain and justify your
selection, with quantitative as well as qualitative arguments.

9.6 Investigate new developments and advances in TES applications that are not included in this chapter,
and list three that you feel are important or significant. Use sources such as journals, conference
proceedings, web sources, and industry communications. Explain and justify your selection, with
quantitative as well as qualitative arguments.

9.7 Locate a TES facility in the area where you live, and carry out an analysis to determine the
advantages and benefits of implementing one of the advances in TES described in this chapter.
Consider advantages and benefits such as increased efficiency, enhanced economics, and reduced
environmental impact.





Appendix A

Conversion Factors

Table A.1 Conversion factors for commonly used quantities

Quantity SI to English English to SI

Area 1 m2 = 10.764 ft2 1 ft2 = 0.00929 m2

= 1550.0 in2 1 in2 = 6.452 × 10−4 m2

Density 1 kg/m3 = 0.06243 lbm/ft3 1 lbm/ft3 = 16.018 kg/m3

1 slug/ft3 = 515.379 kg/m3

Energy 1 J = 9.4787 × 10−4 Btu 1 Btu = 1055.056 J
1 cal = 4.1868 J
1 lbf ·ft = 1.3558 J
1 hp·h = 2.685 × 106 J

Energy per unit mass 1 J/kg = 4.2995 × 10−4 Btu/lbm 1 Btu/lbm = 2326 J/kg

Force 1 N = 0.22481 lbf 1 lbf = 4.448 N
1 pdl = 0.1382 N

Gravitation g = 9.80665 m/s2 g = 32.17405 ft/s2

Heat flux 1 W/m2 = 0.3171 Btu/h ·ft2 1 Btu/h·ft2 = 3.1525 W/m2

1 kcal/h·m2 = 1.163 W/m2

1 cal/s·cm2 = 41870.0 W/m2

Heat generation (volum.) 1 W/m3 = 0.09665 Btu/h ·ft3 1 Btu/h·ft3 = 10.343 W/m3

Heat transfer coefficient 1 W/m2 ·K = 0.1761 Btu/·ft2·◦F 1 Btu/h·ft2 ·◦ F = 5.678 W/m2·K
1 kcal/h·m2 ·◦ C = 1.163 W/m2·K
1 cal/s·m2 ·◦ C = 41870.0 W/m2·K

Heat transfer rate 1 W = 3.4123 Btu/h 1 Btu/h = 0.2931 W

Length 1 m = 3.2808 ft 1 ft = 0.3048 m
= 39.370 in 1 in = 2.54 cm = 0.0254 m

1 km = 0.621371 mi 1 mi = 1.609344 km
1 yd = 0.9144 m

Mass 1 kg = 2.2046 lbm 1 lbm = 0.4536 kg
1 ton (metric) = 1000 kg 1slug = 14.594 kg
1 grain = 6.47989 × 10−5 kg

(continued overleaf )
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 2011 John Wiley & Sons, Ltd



586 Appendix A: Conversion Factors

Table A.1 (continued)

Quantity SI to English English to SI

Mass flow rate 1 kg/s = 7936.6 lbm/h 1 lbm/h = 0.000126 kg/s
= 2.2046 lbm/s 1 lbm/s = 0.4536 kg/s

Power 1 W = 1 J/s = 3.4123 Btu/h 1 Btu/h = 0.2931 W
= 0.737562 Ibf·ft/s 1 Btu/s = 1055.1 W

1 hp (metric) = 0.735499 kW 1 lbf ·ft/s = 1.3558 W
1 ton of refrig. = 3.51685 kW 1 hpUK = 745.7 W

Pressure and stress 1 Pa = 0.020886 lbf/ft2 1 lbf/ft2 = 47.88 Pa
(Pa = N/m2) = 1.4504 × 10−4 lbf/in2 1 lbf/in2 = 1 psi = 6894.8 Pa

= 4.015 × 10−3 in water 1 stand. atm. = 1.0133 × 105 Pa
= 2.953 × 10−4 in Hg 1 bar = 1 × 105 Pa

Specific heat 1 J/kg·K = 2.3886 × 10−4 Btu/lbm·◦F 1 Btu/lbm ·◦ F = 4187 J/kg·K
1 lbf/ft = 14.594 N/m

Surface tension 1 N/m = 0.06852 lbf/ft 1 dyn/cm = 1 × 10−3 N/m
T(◦R) = 1.8 T(K)

Temperature T(K) = T(◦C) + 273.15 = T(◦F) + 459.67
= T(◦R)/1.8 = 1.8 T(◦C) + 32
= [T(◦F) + 459.67]/1.8 = 1.8[T(K) − 273.15] + 32
T(◦C) = [T(◦F) − 32]/1.8 1 ◦R = 1 ◦F = 1 K/1.8 = 1 ◦C/1.8

Temperature difference 1 K = 1 ◦C = 1.8 ◦R = 1.8 ◦F 1 Btu/h·ft ·◦ F = 1.731 W/m·K
Thermal conductivity 1 W/m·K = 0.57782 Btu/h·ft·◦ F 1 kcal/h·m ·◦ C = 1.163 W/m·K

1 cal/s·cm ·◦ C = 418.7 W/m·K
Thermal diffusivity 1 m2/s = 10.7639 ft2/s 1 ft2/s = 0.0929 m2/s

1 ft2/h = 2.581 × 10−5 m2/s

Thermal resistance 1 K/W = 0.52750 ◦F·h/Btu 1 ◦F·h/Btu = 1.8958 K/W

Velocity 1 m/s = 3.2808 ft/s 1 ft/s = 0.3048 m/s
1 km/s = 0.62137 mi/h 1 ft/min = 5.08 × 10−3 m/s

Viscosity (dynamic) 1 kg/m·s = 0.672 lbm/ft·s 1 lbm/ft·s = 1.4881 kg/m·s
(kg/m·s = N·s/m2) = 2419.1 lbm/fh·h 1 lbm/ft·h = 4.133 × 10−4 kg/m·s

1 centipoise(cP) = 10−2 poise
= 1 × 10−3 kg/m·s

Viscosity (kinematic) 1 m2/s = 10.7639 ft2/s 1 ft2/s = 0.0929 m2/s
= 1 × 104 stokes 1 ft2/h = 2.581 × 10−5 m2/s

1 stoke = 1 cm2/s

Volume 1 m3 = 35.3134 ft3 1 ft3 = 0.02832 m3

1 L = 1 dm3 = 0.001 m3 1 in3 = 1.6387 × 10−5 m3

1 galUS = 0.003785 m3

1 galUK = 0.004546 m3

Volumetric flow rate 1 m3/s = 35.3134 ft3/s 1 ft3/s = 2.8317 × 10−2 m3/s
= 1.2713 × 105 ft3/h 1 ft3/min = 4.72 × 10−4 m3/s

1 ft3/h = 7.8658 × 10−6 m3/s
1 galUS/min = 6.309 × 10−5 m3/s
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Thermophysical Properties

Table B.1 Thermophysical properties of pure water at atmospheric pressure

T(◦C) ρ(kg/m3) µ × 103(kg/m·s) ν × 106(m2/s) k(W/m·K) β × 105(1/K) cp(J/kg·K) Pr

0 999.84 1.7531 1.7533 0.5687 −6.8140 4209.3 12.976
5 999.96 1.5012 1.5013 0.5780 1.5980 4201.0 10.911
10 999.70 1.2995 1.2999 0.5869 8.7900 4194.1 9.2860
15 999.10 1.1360 1.1370 0.5953 15.073 4188.5 7.9910
20 998.20 1.0017 1.0035 0.6034 20.661 4184.1 6.9460
25 997.07 0.8904 0.8930 0.6110 20.570 4180.9 6.0930
30 995.65 0.7972 0.8007 0.6182 30.314 4178.8 5.3880
35 994.30 0.7185 0.7228 0.6251 34.571 4177.7 4.8020
40 992.21 0.6517 0.6565 0.6351 38.530 4177.6 4.3090
45 990.22 0.5939 0.5997 0.6376 42.260 4178.3 3.8920
50 988.04 0.5442 0.5507 0.6432 45.780 4179.7 3.5350
60 983.19 0.4631 0.4710 0.6535 52.330 4184.8 2.9650
70 977.76 0.4004 0.4095 0.6623 58.400 4192.0 2.5340
80 971.79 0.3509 0.3611 0.6698 64.130 4200.1 2.2010
90 965.31 0.3113 0.3225 0.6759 69.620 4210.7 1.9390
100 958.35 0.2789 0.2911 0.6807 75.000 4221.0 1.7290

Source: D.J. Kukulka, Thermodynamic and Transport Properties of Pure and Saline Water , MSc Thesis, State
University of New York at Buffalo (1981).

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
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Table B.2 Thermophysical properties of air at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

200 1.7458 1.007 132.5 7.59 18.10 10.30 0.737
250 1.3947 1.006 159.6 11.44 22.30 15.90 0.720
300 1.1614 1.007 184.6 15.89 26.30 22.50 0.707
350 0.9950 1.009 208.2 20.92 30.00 29.90 0.700
400 0.8711 1.014 230.1 26.41 33.80 38.30 0.690
450 0.7740 1.021 250.7 32.39 37.30 47.20 0.686
500 0.6964 1.030 270.1 38.79 40.70 56.70 0.684
550 0.6329 1.040 288.4 45.57 43.90 66.70 0.683
600 0.5804 1.051 305.8 52.69 46.90 76.90 0.685
650 0.5356 1.063 322.5 60.21 49.70 87.30 0.690
700 0.4975 1.075 338.8 68.10 52.40 98.00 0.695
750 0.4643 1.087 354.6 76.37 54.90 109.00 0.702
800 0.4354 1.099 369.8 84.93 57.30 120.00 0.709
850 0.4097 1.110 384.3 93.80 59.60 131.00 0.716
900 0.3868 1.121 398.1 102.90 62.00 143.00 0.720
950 0.3666 1.131 411.3 112.20 64.30 155.00 0.723

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).

Table B.3 Thermophysical properties of ammonia (NH3) gas at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

300 0.6994 2.158 101.5 14.70 24.70 16.66 0.887
320 0.6468 2.170 109.0 16.90 27.20 19.40 0.870
340 0.6059 2.192 116.5 19.20 29.30 22.10 0.872
360 0.5716 2.221 124.0 21.70 31.60 24.90 0.870
380 0.5410 2.254 131.0 24.20 34.00 27.90 0.869
400 0.5136 2.287 138.0 26.90 37.00 31.50 0.853
420 0.4888 2.322 145.0 29.70 40.40 35.60 0.833
440 0.4664 2.357 152.5 32.70 43.50 39.60 0.826
460 0.4460 2.393 159.0 35.70 46.30 43.40 0.822
480 0.4273 2.430 166.5 39.00 49.20 47.40 0.822
500 0.4101 2.467 173.0 42.20 52.50 51.90 0.813
520 0.3942 2.504 180.0 45.70 54.50 55.20 0.827
540 0.3795 2.540 186.5 49.10 57.50 59.70 0.824
560 0.3708 2.577 193.5 52.00 60.60 63.40 0.827
580 0.3533 2.613 199.5 56.50 63.68 69.10 0.817

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).
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Table B.4 Thermophysical properties of carbon dioxide (CO2) gas at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

280 1.9022 0.830 140.0 7.36 15.20 9.63 0.765
300 1.7730 0.851 149.0 8.40 16.55 11.00 0.766
320 1.6609 0.872 156.0 9.39 18.05 12.50 0.754
340 1.5618 0.891 165.0 10.60 19.70 14.20 0.746
360 1.4743 0.908 173.0 11.70 21.20 15.80 0.741
380 1.3961 0.926 181.0 13.00 22.75 17.60 0.737
400 1.3257 0.942 190.0 14.30 24.30 19.50 0.737
450 1.1782 0.981 210.0 17.80 28.20 24.50 0.728
500 1.0594 1.020 231.0 21.80 32.50 30.10 0.725
550 0.9625 1.050 251.0 26.10 36.60 36.20 0.721
600 0.8826 1.080 270.0 30.60 40.70 42.70 0.717
650 0.8143 1.100 288.0 35.40 44.50 49.70 0.712
700 0.7564 1.130 305.0 40.30 48.10 56.30 0.717
750 0.7057 1.150 321.0 45.50 51.70 63.70 0.714
800 0.6614 1.170 337.0 51.00 55.10 71.20 0.716

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).

Table B.5 Thermophysical properties of hydrogen (H2) gas at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

100 0.2425 11.23 42.1 17.40 67.00 24.60 0.707
150 0.1615 12.60 56.0 34.70 101.00 49.60 0.699
200 0.1211 13.54 68.1 56.20 131.00 79.90 0.704
250 0.0969 14.06 78.9 81.40 157.00 115.00 0.707
300 0.0808 14.31 89.6 111.00 183.00 158.00 0.701
350 0.0692 14.43 98.8 143.00 204.00 204.00 0.700
400 0.0606 14.48 108.2 179.00 226.00 258.00 0.695
450 0.0538 14.50 117.2 218.00 247.00 316.00 0.689
500 0.0485 14.52 126.4 261.00 266.00 378.00 0.691
550 0.0440 14.53 134.3 305.00 285.00 445.00 0.685
600 0.0404 14.55 142.4 352.00 305.00 519.00 0.678
700 0.0346 14.61 157.8 456.00 342.00 676.00 0.675
800 0.0303 14.70 172.4 569.00 378.00 849.00 0.670
900 0.0269 14.83 186.5 692.00 412.00 1030.00 0.671

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).



590 Appendix B: Thermophysical Properties

Table B.6 Thermophysical properties of oxygen (O2) gas at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

100 3.9450 0.962 76.4 1.94 9.25 2.44 0.796
150 2.5850 0.921 114.8 4.44 13.80 5.80 0.766
200 1.9300 0.915 147.5 7.64 18.30 10.40 0.737
250 1.5420 0.915 178.6 11.58 22.60 16.00 0.723
300 1.2840 0.920 207.2 16.14 26.80 22.70 0.711
350 1.1000 0.929 233.5 21.23 29.60 29.00 0.733
400 0.9620 0.942 258.2 26.84 33.00 36.40 0.737
450 0.8554 0.956 281.4 32.90 36.30 44.40 0.741
500 0.7698 0.972 303.3 39.40 41.20 55.10 0.716
550 0.6998 0.988 324.0 46.30 44.10 63.80 0.726
600 0.6414 1.003 343.7 53.59 47.30 73.50 0.729
700 0.5498 1.031 380.8 69.26 52.80 93.10 0.744
800 0.4810 1.054 415.2 86.32 58.90 116.00 0.743
900 0.4275 1.074 447.2 104.60 64.90 141.00 0.740

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).

Table B.7 Thermophysical properties of water vapor (steam) gas at atmospheric pressure

T(K) ρ(kg/m3) cp(J/kg·K) µ × 107(kg/m·s) ν × 106(m2/s) k ×103(W/m·K) a ×106(m2/s) Pr

380 0.5863 2.060 127.1 21.68 24.60 20.40 1.060
400 0.5542 2.014 134.4 24.25 26.10 23.40 1.040
450 0.4902 1.980 152.5 31.11 29.90 30.80 1.010
500 0.4405 1.985 170.4 38.68 33.90 38.80 0.998
550 0.4005 1.997 188.4 47.04 37.90 47.40 0.993
600 0.3652 2.026 206.7 56.60 42.20 57.00 0.993
650 0.3380 2.056 224.7 66.48 46.40 66.80 0.996
700 0.3140 2.085 242.6 77.26 50.50 77.10 1.000
750 0.2931 2.119 260.4 88.84 54.90 88.40 1.000
800 0.2739 2.152 278.6 101.70 59.20 100.00 1.010
850 0.2579 2.186 296.9 115.10 63.70 113.00 1.020

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and C. Borgnakke and R.E. Sonntag, Thermodynamic and Transport Properties , Wiley, New York (1997).
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Table B.8 Thermophysical properties of some solid materials

Composition T (K) ρ (kg/m3) k (W/m·K) cp (J/kg·K)

Aluminum 273−673 2720 204−250 895
Asphalt 300 2115 0.0662 920
Bakelite 300 1300 1.4 1465
Brass (70% Cu + 30% Zn) 373−573 8520 104−147 380

Carborundum 872 – 18.5 –
Chrome brick 473 3010 2.3 835

823 – 2.5 –
Diatomaceous silica, fired 478 – 0.25 –
Fire clay brick 478 2645 1.0 960

922 – 1.5 –
Bronze (75% Cu + 25% Sn) 273−373 8670 26.0 340
Clay 300 1460 1.3 880
Coal (anthracite) 300 1350 0.26 1260
Concrete (stone mix) 300 2300 1.4 880
Constantan (60% Cu + 40% Ni) 273−373 8920 22−26 420
Copper 273−873 8950 385−350 380
Cotton 300 80 0.06 1300
Glass

Plate (soda lime) 300 2500 1.4 750
Pyrex 300 2225 1.4 835

Ice 253 – 2.03 1945
273 920 1.88 2040

Iron (C ≈ 4% cast) 273−1273 7260 52−35 420
Iron (C ≈ 0.5% wrought) 273−1273 7850 59−35 460
Lead 273−573 – – –
Leather (sole) 300 998 0.159 –
Magnesium 273−573 1750 171−157 1010
Mercury 273−573 13400 8−10 125
Molybdenum 273−1273 10220 125−99 251
Nickel 273−673 8900 93−59 450
Paper 300 930 0.18 1340
Paraffin 300 900 0.24 2890
Platinum 273−1273 21400 70−75 240
Rock

Granite, Barre 300 2630 2.79 775
Limestone, Salem 300 2320 2.15 810
Marble, Halston 300 2680 2.80 830

Rubber, vulcanized
Soft 300 1100 0.13 2010
Sandstone, Berea 300 2150 2.90 745
Hard 300 1190 0.16 –

Sand 300 1515 0.27 800
Silver 273−673 10520 410−360 230
Soil 300 2050 0.52 1840
Steel (C ≈ 1%) 273−1273 7800 43−28 470
Steel (Cr ≈ 1%) 273−1273 7860 62−33 460
Steel (18% Cr + 8% Ni) 273−1273 7810 16−26 460

(continued overleaf )
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Table B.8 (continued)

Composition T (K) ρ (kg/m3) k (W/m·K) cp (J/kg·K)

Snow 273 110 0.049 –
Teflon 300 2200 0.35 –
Tin 273−473 7300 65−57 230
Tissue, human

Skin 300 – 0.37 –
Fat layer (adipose) 300 – 0.2 –
Muscle 300 – 0.41 –

Tungsten 273−1273 19350 166−76 130
Wood, cross grain

Fir 300 415 0.11 2720
Oak 300 545 0.17 2385
Yellow pine 300 640 0.15 2805
White pine 300 435 0.11 –

Wood, radial
Fir 300 420 0.14 2720
Oak 300 545 0.19 2385

Zinc 273−673 7140 112−93 380

Source: I. Dincer, Heat Transfer in Food Cooling Applications , Taylor & Francis, Washington, DC. (1997);
and F.P. Incropera and D.P. DeWitt, Fundamentals of Heat and Mass Transfer , Wiley, New York (1998).
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Glossary
All terms in this section follow standard industry definitions that were adapted from ARI Standard
900 (1998). These definitions are of importance in practice and are intended to provide clarity.

Ambient Air. The air in the space surrounding a thermal energy storage device, or outside air.

Ambient Heat Load. The thermal load (typically expressed in tons (kW)) imposed on a storage
device due to heat gain.

Build Period. The operating period of a thermal storage generator during which ice is produced.

Charge Fluid. The heat transfer fluid used to remove heat from a thermal storage device or
generator during the charge or build period, or to add heat to a heat storage.

Charge Period. The period of time during which energy (heat) is removed from a cold storage or
added to a heat storage.

Charge Rate. The rate (typically expressed in tons (kW)) at which energy (heat) is removed from
or added to a storage device during the charge period.

Discharge Fluid. The heat transfer fluid used to add heat to the thermal storage device.

Discharge Period/Cycle. The period of time when energy (heat) is added to the storage device.

Discharge Rate. The rate (typically expressed in tons (kW)) at which energy (heat) is added to the
storage device during the discharge period.

Fouling Factor. A thermal resistance included in heat transfer calculations to account for the
fouling expected over time on a heat transfer surface.

Hermetic (Sealed Unit) Compressor. A motor-compressor assembly contained within a gas-tight
casing through which no shaft extends, which uses the refrigerant as the motor coolant.

Interval. A time span, such as the period between individual test readings.

Latent Heat of Fusion. The change in energy accompanying the conversion of a unit mass of a
solid to a liquid at its melting point, at constant pressure and temperature.

Load Intensity. The ratio of the instantaneous load imposed upon the storage device to the net
usable storage capacity of the unit, typically expressed in tons/ton·hour (kW/kWh).

Melt Period. That period of a test during which the ice produced by a thermal storage generator
is melted to determine its quality.

Net Ice-Making Capacity. The net ice-producing capability of a thermal storage generator oper-
ating in a charge mode, typically expressed in tons (kW).

Net Usable Storage Capacity. The actual amount of stored cooling that can be supplied from
the storage device at or below the specified cooling supply temperature for a given charge and
discharge cycle, typically expressed in ton·hour (kWh).

Thermal Energy Storage: Systems and Applications, Second Edition İbrahim Dinçer and Marc A. Rosen
 2011 John Wiley & Sons, Ltd
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Nominal Storage Capacity. A theoretical capacity of the storage device as defined by the storage
device manufacturer (which in many cases is greater than the net usable storage capacity).

Open-Type Compressor. A refrigerant compressor with a shaft or other moving part extending
through its casing to be driven by an outside source of power, thus requiring a shaft seal or
equivalent rubbing contact between fixed and moving parts.

Period. A time duration during which a storage process occurs; often a period such as the total
duty cycle of a thermal storage system is divided for the purpose of analysis and evaluation into
1-hour time segments.

Phase Change Material (PCM). A substance that undergoes changes of state while absorbing or
rejecting thermal energy, normally at a constant temperature.

Published Ratings. Published ratings for thermal storage equipment are the data and methodologies
that are used to develop supplier specified data for a specified duty cycle. They may take the form
of tables, graphs, or computer programs, as elected by the manufacturer, and are intended to apply
to all units of like nominal size and type (identification) produced by the same manufacturer.

Standard Rating. A rating based on tests performed at standard rating conditions.

Mapped Rating(s). Mapped ratings are ratings falling within certain specified limits, which are
provided for products that do not have a standard rating condition. They are based upon tests
performed across a range of operating conditions as defined by the product manufacturer.

Application Rating. A rating, based on tests, at application rating conditions (other than standard
or mapped rating conditions).

Saturated Evaporator Temperature. The dew point temperature of the refrigerant at the pressure
at the outlet connection of the evaporator.

Secondary Coolant. Any liquid cooled by a refrigerant and used for heat transmission without a
change in its state. Sometimes referred to as simply “coolant.”

Thermal Storage Device. Equipment which stores cooling capacity using sensible and/or latent
heat. May consist solely of a storage means or be packaged with one or more components of a
mechanical refrigeration package.

Thermal Storage Equipment. Any one of, or a combination of, thermal storage devices and/or
generators, that may include various other components of a mechanical refrigeration package.

Thermal Storage Generator. An assemblage of components packaged by the manufacturer (but
not necessarily shipped as one piece) to provide refrigeration to a thermal storage system that
includes an evaporator, and may include compressor(s), controls, heat rejection devices, and so on,
whose overall performance as a thermal storage generator is rated by the manufacturer.

Ton-Hour. A quantity of thermal energy typically used to describe the capacity of a thermal storage
device, in tons, absorbed or rejected in 1 hour (3.517 kW).

Source: ARI Standard 900. Standard for Thermal Storage Equipment Used for Cooling,
Air-Conditioning & Refrigeration Institute, Arlington, Virginia (1998).
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