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Anabela Gonçalves Pronto (89), Faculty of Sciences and Technology, Universidade

NOVA de Lisboa, CTS-UNINOVA, Lisbon, Portugal

Andres Ramos (205), Universidad Pontificia Comillas, Madrid, Spain

Miloud Rezkallah (67,225), Institut Technologique de Maintenance Industrielle
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Preface

The smart grid is an area of research drawing increasing interest, especially in

the last 10 years. The word “smart” has been used for variety of reasons in dif-

ferent areas, but the most vital reason is the “advertisement” of something (such

as a product). However, how can a product, technique, or concept be smart?

On the other hand, What is the level of this smartness? As there is no index

definitely defining the level of smartness, we generally check how much the

decision can be realized by “itself.”

From an electric power systems point of view, the term “smart” refers to the

modernization of electric power system planning and operation with the aid of

improved information and communication technologies (ICT) penetration.

However, as the change in ICT industry is rapid, adopting the possibly newest

solutions to the electric power systems will always have a time delay. Besides,

in order to describe an electric power system as “smart,” ICT developments

should end somewhere and the implementations in electric power system

should then reach the possibly highest point in ICT evolvement. Thus, instead

of making the electric power system smart, we indeed make it smarter at each

step compared to the mature concept. Thus, this book considers the pathways to

such a “smarter” power system and includes the recent developments in differ-

ent areas of research conveyed by leading and well-known authors living and

working in different regions of the world.

We hope that this book will be useful for existing and new researchers in the

area, as well as students and industrial partners, to make the process of changing

to a smarter power system more rapid and effective.

The Editors
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1.1 Introduction

Electricity is one of the most awesome phenomena and nature’s greatest force

that has undoubtedly changed everything completely in the world. It has

attracted mankind’s attention for centuries, and a high number of spectacular

scientific experiments has been conducted to reveal its mysterious and secret

nature. However, in order to understand the basic principles of electricity, it

is necessary to figure out the character/construction of atoms as the smallest

building blocks of matter. An atom consists of a central nucleus, which is made

up of positively charged and uncharged particles, namely protons and neutrons,

respectively. Additionally, electrons as negatively charged particles orbit

around the nucleus as shown in Fig. 1.1, and the cumulative flow of these free

electrons results in electric energy.

Although many people may believe that electricity was discovered by a sci-

entist, there is no indication of this in the rich history of electricity. In other

words, it is not possible to point out when and by whom electricity was discov-

ered, or rather “invented.” Instead, we know that numerous scientists have

conducted a considerable amount of experiments to control electricity. The

Pathways to a Smarter Power System. https://doi.org/10.1016/B978-0-08-102592-5.00001-6
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greatest challenge for scientists was to find a way of transforming electricity,

which is like a natural resource, and to make it usable for mankind.

1.2 The Chronological Development of Electricity

This chronological investigation is intended to provide the highlights of elec-

tricity and magnetism history, considering scientific developments, experi-

ments, and breakthroughs. It can be deduced from texts and reports dating

from 2750BCE that the origins of electricity extend back to antiquity (prehis-

tory), through the ancient Egyptians observing shocks coming from electric

fishes (electric catfish, electric eels, etc.). They called these fish the “Thun-

derers of the Nile,” and described them as the “protectors” of all other fish.

In addition, these shockwaves were used to treat patients’ illnesses such as

headache and gout, which was reported in later times by ancient Greek, Roman

and Arabic physicians and ancient writers [1]. Electrical phenomena were also

studied by Thales of Miletus, the first scientist to recognize the electrical prop-

erties of amber, in around 600BCE. He observed the static electricity in the

nature with his experiment. According to this experiment, when amber was

rubbed with clothes, this enabled it to attract light objects such as feathers

and straw, as illustrated in Fig. 1.2. Moreover, Thales carried out some exper-

iments on lodestone and was aware of its magnetic properties that could attract

iron, as shown in Fig. 1.3. His findings provided a significant contribution in the

understanding of electricity for many hundreds of years together with his series

of observations [1].

FIG. 1.1 Illustration of an atom molecule.

2 Pathways to a Smarter Power System



1.2.1 Scientific Advancement on Electricity in the 17th Century

The 17th century was the most crucial era in the history of electricity. William

Gilbert, often credited as the father of electricity, published in 1600 his famous

book De Magnete, Magneticisque Corporibus, et de Magno Magnete Tellure,
which comprised his first scientific and systematic research and previous liter-

ature about electricity and magnetism and their natural manifestations [2].

He was the first scientist to use the terms “electric attraction,” “electric force,”

and “magnetic pole” [3]. Thus, this book marked a crucial turning point and

the end of the ideas and feelings era, and the beginning of the experiments, the-

ories, and inventions era. Therefore, Gilbert was apparently accepted as the pio-

neer and founder of the experimental method. In addition, he coined the Latin

word electricus from the Greek term for amber: electron (λεκτρον) [4]. Otto von
Guericke and Robert Boyle, who were educated and inspired by William Gil-

bert, contributed to expanding knowledge about electricity with their investiga-

tions. The presence of a vacuum was proved by Guericke and he created a

FIG. 1.2 Static electricity experiment with amber and cloth.

FIG. 1.3 Naturally magnetized mineral of loadstone.
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partial vacuum in 1650, which was a significant phenomenon particularly for

further electronic research. In 1660, he went on to invent the electrostatic gen-

erator, which soon began to be used broadly and became a fundamental instru-

ment of scientific experiments [5]. Robert Boyle, as a contemporary of

Guericke, performed experiments and showed that electric forces could be

transmitted through a vacuum after the second half of the 17th century [6].

1.2.2 Scientific Advancement on Electricity in the 18th Century

In the 18th century, which covered part of the Age of Enlightenment, it can be

seen that studies on this subject were limited to static electricity. Some of the

most prominent scientists of that age were natural philosopher Francis

Hauksbee, physicist Pieter Van Musschenbroek, and scientist Benjamin Frank-

lin, who worked to expand knowledge of the electric technology by increasing

the number of experiments in the scientifically productive environment.

In the first decade of the 18th century, there was a significant occasion in the

Royal Society and one of the well-known demonstrations of proving existence

of electricity, shown with a striking experiment by Francis Hauksbee. He built a

static electricity generator, which includes a glass globe that could be acceler-

ated and spun rapidly, allowing electric charges to be produced and as a result

sparkling light inside the globe, by rubbing the glass globe with a hand. It had a

spectacular effect on other scientists and they were stunned after this experi-

mentation. Subsequently, Hauksbee’s papers were published in the Society’s
Philosophical Transactions and also Physico-Mechanical Experiments on
Various Subjects consisting of his findings published in 1709, which was widely
read in the 18th century [7]. His studies paved the way for other scientists to

conduct widely known inventions at that time, namely Charles Francois Du

Fay, Pieter Van Musschenbroek, and Benjamin Franklin [8]. In 1733, Charles

Francois Du Fay carried out experiments to clarify inexplicable phenomena

related to electricity, and he observed two distinct types of electric charges,

which he called resinous (�) and vitreous (+), known as positive and negative

today [9]. After a series of experiments and observations, there was a great

achievement so that electricity could be produced with a generator, and scien-

tists began trying to understand its nature and properties. There was a great

number of engrossing questions—for example, if electricity (thought to be a

kind of mysterious fluid) flows like water, is it possible to store it like water

in the insulator glass jar? Soon after, in 1746, an earth-shaking invention came

from Dutch mathematician and physicist Pieter Van Musschenbroek, when

he developed the first energy storage device: the Leyden Jar. This is one of

the most ubiquitous electronic components today, known now as a capacitor,

though it was discovered accidentally. It was presented as a solution for

the fundamental challenge of storing electric charges. In Musschenbroek’s

experimentation, the Leyden Jar was filled up with water and there were con-

nections between Hauksbee’s generator with a conductive (metal) rod inside.
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Musschenbroek always placed the jar on an insulator, and 1 day he forgot the

insulator and held the jar in his hand. When he touched the top point, all elec-

tricity discharged on his body, since these charges were conserved inside the

jar. Thus, he established the fundamental principle of the Leyden Jar with

his assistant and managed to accumulate electricity in the glass bottle for hours,

and even days. This had a profound impact on the worldwide scientific commu-

nity and the jar became an extraordinarily globalized scientific item, gaining

interest from his contemporary researchers [10]. However, no one understood

the underlying philosophy behind the Leyden Jar and could not answer the ques-

tions of why or how it worked.

One scientist, who was politically and philosophically at war with the Royal

Society, reasoned out all possibilities in trying to come up with an answer. His

name was Benjamin Franklin. He dedicated himself to conducting his theories

practically and he carried out various analyses systematically and successfully

in order to aid future science research as an enlightened thinker. On June 15,

1752, Franklin conducted his most significant kite experiment, using one of

the simplest yet most brilliant and dangerous methods for supporting his treatise

that lightning was an electrical phenomenon. The kite’s string was wet hemp,

which was capable of conducting electricity from the lightning in the thunder-

storm down to the iron key that hung on the end of the string. Franklin also used

dry silk ribbon instead of metal wire to prevent the lightning from discharging

onto his body or even touching his hand. He witnessed a spark jump from the

key to his knuckle, and he thus identified that lightning was certainly electrical

in nature. After he represented a rational explanation of his theory, this accom-

plishment opened a different door and he discovered that lightning rods could be

placed on the tops of buildings for transferring charges to the ground by using

metal wire without any harm, as illustrated in Fig. 1.4. Moreover, he coined

new English electrical terms in the literature: conductor, condenser, charge, dis-
charge, electrify, etc. [11]. Over 200years after his discoveries, Franklin’s

insight is still valid and his contributions should not be ignored in the history

of electricity.

Another scientist of the 18th century, the chemist and natural philosopher

Henry Cavendish, was curious about how electric fishes could emit powerful

shocks to their environment without a spark, and he carried out his experiments

based on this idea. Firstly, he created an artificial “Torpedo Fish” by using

leather, wood soaked in salt water, and tin (for imitating the organs of fish)

in order to carry out his investigations and examine the source of emitting power

intensity. After his experiments were successful, he concluded that the organs of

the torpedo were similar to Leyden Jars and they store electricity as a battery,

but in a small quantity. When the number of organs increased, it was possible to

obtain a greater potential (he called this the degree of electrification) which is

similar to connect batteries serially in circuit and, as a result, increase the volt-

age. In 1776, his findings and observations about electric potential and the rela-

tionship between potential and current were published [12]. There was evidence
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that Cavendish’s experiments played a crucial role in addressing the issue of

“animal electricity” and paved the way for one of the notable scientists, Luigi

Eliseo Galvani.

In the second half of the 18th century, Italian physicist and physician Luigi

Eliseo Galvani investigated the nature of electricity in animal tissue and made

extraordinary experiments on dead frog bodies that laid the foundations of the

modern field of bioelectricity. He used either Hauksbee’s electricity generator

or lightning as a source of power, and attached the copper wire to the nerves of

the frog and iron wire to the muscle of the frog. It was an astonishing moment

when the frog’s leg responded and twitched as if it were alive when electricity

was applied. After his experiments, Galvani concluded that there was a third

form of electricity in the animal tissue coming from its own innate vital force,

called “animal electricity,” for the first time in the 18th century, and he pub-

lished his book De Animali Electricitate in October 1786 [13]. He also added

that this electricity produced by the contact of dissimilar metals in a moist envi-

ronment was not originated only by animal innate force. Thus, it is evident that

he was a pioneer of the electrophysiology and neuroscience, and provided out-

standing contributions to today’s electrical basis of nerve impulses. His findings

not only became the inspiration of novelist Mary Shelley when writing

Frankenstein, especially its eponymous character, but also opened the way

for the electric battery’s invention by physicist Alessandro Volta, who stood

exactly on the opposite side of Galvani. That is, he stated that it was not possible

Lightning rod

Ground rod

Wire

FIG. 1.4 Lightning rod.

6 Pathways to a Smarter Power System



to produce electricity from the frog’s leg, but that this was caused by using dif-

ferent types of metals. In the history of electricity, Volta’s experiments have been

thought of as a key factor in opening a new era for the scientific community.

1.2.3 Scientific Advancement on Electricity in the 19th Century

The 19th century saw the Industrial Revolution; major changes and outstanding

developments took place in the fields of science, technology, communication

and information when never came true before in history. Accelerated techno-

logical innovations resulted in a scientific revolution that affected society from

top to bottom, and earth-shattering inventions were demonstrated by scientists.

Notable experimentalists of this era such as Michael Faraday, Thomas Alva

Edison, and Nikola Tesla quietly pursued their passion in order to achieve

advances in power technology which is still developing in our modern world.

During this time, one of the most relatively sophisticated breakthroughs of its

time occurred.

At the beginning of the 19th century, Italian physicist Alessandro Volta was

interested in electricity like many scholars. He was already a prominent scientist

of the time, but he contributed arguably the greatest invention to the world,

which effectively made him immortal. It is well known that Volta and his sci-

entific colleague Galvani had debated on their research/ideas and thus this could

be accepted as one of the most interesting episode in the history of electricity.

Volta was not convinced by the concept of animal electricity; as already noted,

he asserted that it was not possible for the frog’s leg to produce electricity, and

this was only caused by connecting dissimilar metals. The twitching frog’s leg

was just an indicator of the existence of the electricity. This disagreement

opened doors to a broad exploration and he carried out numerous observations

and experiments in order to prove his theory. The voltaic pile, the predecessor of

the modern battery, was invented and this could produce continuous and sus-

tainable electricity after this extensive research. The first electric pile included

of a series of zinc and silver discs, divided by a piece of cardboard which was

soaked in salt water or acid, and it ended bottom to top with wires (see Fig. 1.5).

This pile was capable of creating a small amount of electric current, but Volta

expanded the number of connected piles in order to increase the intensity of

electric shock that would be used in his experiments [14]. The voltaic pile’s

fame spread rapidly and became a widely known scientific component. The

London Royal Society published Volta’s findings and demonstrations for the

first time in 1800. Today, the potential difference unit of “volt” has been des-

ignated with his name for his remarkable scientific discovery and his honor.

Further work was conducted by British electrochemist and electrician Humphry

Davy, who built a huge battery consisting of 800 voltaic piles underneath the

Royal Institution, for utilizing its power in electrolysis experiments. This bat-

tery, the largest in the world, was used in electrochemical decompositions and

enabled him to obtain potassium, sodium, barium, strontium, calcium, and
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magnesium for the first time from 1807 to 1808. In addition, Davy obtained

blindingly bright light using this high voltage battery’s output between two car-

bon filaments and developed one of the most important inventions of arc light in

1809, as illustrated in Fig. 1.6. Therefore, it should be noted that electric light-

ning was known almost 8 years before Thomas Alva Edison made a particular

scientific discovery, but it was not in a usable form for home illumination.

Furthermore, Davy developed a system for protecting miners from methane

gas in the coal industry; he presented his device, the Davy lamp, in 1815 [15].

The discovery of electromagnetism by chemist Hans Cristian Øersted

triggered a huge amount of innovative scientific inquiries and unleashed a rev-

olution in modern science and industrial process. In fact, until Øersted’s first

Silver disc

Cardboard soaked in
salt water

Zinc disc

FIG. 1.5 The first voltaic pile.

FIG. 1.6 Arc lightning system designed by Humphry Davy.
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scientific explanations, what we know about electromagnetism was largely

based on observations by the ancient Greeks. The first serious and scientific

analyses of electromagnetism emerged in 1820 when Øersted was in lecture.

When he conducted the experiment by using a voltaic pile for his university stu-

dents, he noticed that changing circuit conditions such as switching on/off

caused the nearby compass needle to move as illustrated in Fig. 1.7. Therefore,

it was evident that current-carrying wire created a magnetic field around it, and

there was a strong and consistent association between electricity and magnetism

according to the reported results [16]. However, the major contributions to

the electromagnetism came from self-educated Michael Faraday (1791–
1867), the assistant of Humphry Davy; Faraday discovered and proved the

electromagnetic-induction which is the fundamental working principle of the

instruments currently used in modern technology. In fact, electricity had been

thought of as a kind of mysterious fluid by some scientists and a great deal of

previous research into electricity had focused on two different fluids, such as

positive and negative, for many years. Unlike other electricity-focused scien-

tists, Faraday introduced electricity as a force for the first time in its history

and provided an exciting opportunity to advance our knowledge of relationships

between magnetism, electricity, and motion. In his first experiment on electro-

magnetism in 1821, he used a voltaic pile, mercury bath, and copper wire (see

Fig. 1.8). This straightforward apparatus was actually the first electric motor

and predecessor of today’s sophisticated electrical machines. One filament of

the battery was connected to the mercury bath, which is an excellent conductor,

and the other one was attached to the stiff copper wire. This basic device was

capable of converting electrical energy into mechanical energy thanks to the

magnetic fields created from both the bar magnet and the current-carrying wire

around it (Fig. 1.8). Thus, the interacting magnetic fields enabled the copper

wire to complete its circuit and rotate clockwise. Faraday performed a similar

FIG. 1.7 Øersted’s experiment.
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series of experiments and tried to find answers to his questions dealing with the

possibility of reversing energy transformation, so both magnetic field and

motion could produce an electric current in the wire. The second section of this

study took place in the Royal Institute and an earth-shaking invention took

shape in 1831 when Faraday discovered electro-magnetic induction, enabling

him to obtain steady and continuous electric current. He moved a magnetic

rod in and out of a cylindrical coil of copper wire, and a small amount of current

was observed at the end of the wire (see Fig. 1.9). He then indicated that chang-

ing magnetic field enables the induction of electric current, which is one of the

basic working principles of machines; he subsequently presented the first elec-

tric generator thanks to his dedicated research [17].

These findings became a worldwide phenomenon and could be evaluated as

tremendously important scientificdiscoveries thatalsohaveprofoundimplications

FIG. 1.8 Michael Faraday’s first electric motor.
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FIG. 1.9 Faraday’s first electric generator.
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in ourmodern social life. Thediscovery of electromagnetic inductionwas a crucial

turning point that paved the way for utilizing electricity in a wide range of appli-

cations thanks to scientists’ endeavors. Afterwards, the world began to change

extraordinarily and one of the most major changes that first occurred in the field

of communication was the breakthrough of the telegraph. In the 1830s, Samuel

Morse (1791–1872) developed the electric telegraph with the aid of other scien-

tists’ contributions based on the principle of electromagnetism. The telegraph

transferred the current pulses or ripples over a wire between two stations, in which

one of them is the receiver and the other one is the transmitter. Long-distance com-

municationbecameadifficult taskdue to sendingcomplexmessages fromlocation

to locationwith electricwires. To address this issue,Morse developed the alphabet

andmatched the dashes and dotswith every English letter in order to provide prac-

tical transmission throughout a wire. The first telegraph message was conveyed

from Washington, District of Columbia to Baltimore, Maryland in 1844, and it

was expanded in the year 1866 fromAtlanticOcean toEurope [18]. Consequently,

Samuel Morse launched a new epoch in communication with the invention of the

telegraph,whichwas the forerunnerof radio, telephone, internet, faxmachines,etc.

The era of wireless telecommunication was based on James Clerck

Maxwell’s theories and equations; he in turn was inspired by Hans Cristian Øer-

sted, Andr�e-Marie Ampère, and especially Michael Faraday. Maxwell was one

of the greatest scholars in the field of physics, and his groundbreaking theories,

also known asMaxwell’s equations, influenced his scientific colleagues widely.

The mathematical form of the Faraday’s physical ideas about electricity

and magnetism was described by him in order to aid understanding of electro-

magnetic phenomena. In addition, he established a mechanical model aiming at

illustrating Faraday’s law of induction, and this experimentation enabled him

to develop a new theory of electromagnetic movement, which was his greatest

contribution to the knowledge of electrical science. He proposed for the first

time that light is the form of electromagnetic wave, and there was a strong

association between electricity, magnetism, and light. This unified model is

also called Maxwell’s synthesis. His two significant articles, On Faraday’s
Lines of Force and On Physical Lines of Force, were published in 1856 and

1861, respectively [19]. Eight years after Maxwell’s death, Heinrich Hertz

experimentally observed the presence of electromagnetic waves in the labora-

tory, which behaved as Maxwell had anticipated in 1887. In addition,

Maxwell’s revolutionary ideas laid the establishment for Einstein’s special

theory of relativity and quantum mechanics, thus having a great influence on

20th-century physicists. In 1901, there was a great achievement on wireless

communication when GuglielmoMarconi successfully broadcast the first trans-

atlantic radio signal from Britain to Canada with electromagnetic waves thanks

to Maxwell’s studies [20]. This type of wireless telegraphy was essential and

could be regarded as a predecessor of today’s long-distance radios.

Toward the end of the 19th century, the world witnessed the genuinely inno-

vative scientific revolution in electrical science and social life. There was also
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an extraordinarily quickening rate in industrialization thanks to scientists and

businesspeople. One of the most well-known electrical engineers and entrepre-

neurs, Thomas Alva Edison (1847–1931), made significant contributions

to improving technology and addressed the biggest problem of that time: light-

ing. Although today Edison is known as an inventor of the light bulb, his first

systematic researches, which was based on the phonograph and patented in

1877, led him to be a globally famous man at that time. He was also the founder

of the “Wizard of Menlo Park” in New Jersey, which was the first industrial

research laboratory, and he organized a team consisting of skilled engineers

from different fields of science [21]. One of the greatest achievements of this

team was researching incandescence and testing a large amount of organic

fibers (6000) to decide which one was the best to use as a light bulb filament.

However, Edison was neither the first nor the only scientist aiming to bring

electricity from the laboratory and make this system available for ordinary peo-

ple instead of gaslight. Studies over the past eight decades have provided impor-

tant information on lighting systems, which started with Sir Humphry Davy’s

arc lightning for street and railway stations, and progressed with contributions

from other prominent scientists, such as Warren de la Rue and Joseph Wilson

Swan. However, Edison made the first commercial, practical, and affordable

incandescent lamp for home illumination in 1879, which was the major mile-

stone of harnessing electricity, and he patented it the following year [22]. After

a series of researches and explorations, carbonized bamboo was chosen as an

alternative to platinum filament and one of the most ubiquitous components

of light bulbs was used, being reliable, inexpensive, and long-lasting. By the

time Edison was 84, he had an incredible 1093 patents for phonograph, electric

light and power, telegraph, and the earliest motion picture cameras [23]. More-

over, he was also a competitive manufacturer and businessman who focused on

marketing his patents and obtaining usable form for them in industrial situa-

tions. Therefore, America’s first low-voltage central power plant, Pearl Street,

was constructed for representing his invention to the public with the aim

of meeting customers’ energy demands on September 4, 1882 in New York

City. At that time, the power required for electric lights or motor was normally

supplied by on-site generating systems since it was not possible to mention pres-

ence of electric grid. Therefore, Pearl Street power station marked a turning

point for shifting from small-scale producing units to centralized large

industrial-scale power plants, which were the forerunner of our modern electric

generation and distribution systems [24]. However, some important challenges

remained to be handled, of which one was to produce enough power from the

dynamometer to match demand. The dynamometer can transform mechanical

energy to electrical energy, but there was no sufficiently powerful dynamometer

at that time. Thus, Edison used a 27-ton machine in order to provide 100kW

power output and light up the street. According to his insight, it was the best

way to deliver electricity to customers with underground cables considering

telegraph lines and buildings. However, it would be difficult to convince
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New York City’s politicians about digging the ground and burying the cables.

Furthermore, the other important point was to deliver electricity to consumers

within secure/safe ranges requiring low voltage systems, and there was no way

to change DC voltage levels from high to low at that time. Therefore, losses

were increased in the lines and DC systems could not represent an effective

solution to transmit electricity economically especially over long distances.

To address the mentioned issue, the solution came from one of the other

giants of electrical engineering, the brilliant and eccentric genius Nikola Tesla,

who changed the world’s perspective completely and made outstanding contri-

butions to the development of the alternating-current (AC) system, which

constitutes the basis of our modern-day power system. However, this invention

apparently caused one of the most exciting debates and skirmishes, widely

known as the “War of Currents” between AC and DC, between Thomas Edison

and Nikola Tesla, who was his former employee. In a DC system, electric

charges can only flow in one direction by the driven force of voltage. On the

other hand, the flow of electric charges reverses periodically in the AC concept

proposed by Tesla, and it is possible to change the voltage level by using a trans-

former consisting of iron cores and copper windings. This was one of the most

useful things ever discovered, allowing bulk power stations to be established out

of town and enabling the output voltage levels of the generator to be boosted in

order to transmit power with high voltages, and accordingly low losses. At the

same time, it enabled delivery of energy to consumers with low voltages by tak-

ing into account safe operational limits. However, Edison spread misinforma-

tion about the AC system and claimed that this system was dangerous, and even

electrocuted animals at public gatherings. Meanwhile, a hydroelectric power

plant was installed in the United States using Tesla’s significant invention of

the polyphase AC induction motor in order to harness Niagara Falls’ power pro-

duction capability in 1896. Afterward, the city of Buffalo in New York was

electrified by this power station, and not only did this this issue affect Buffalo,

but electrification of the whole world started with this attempt [25].

As a consequence, it should be noted that the world has been driven by tech-

nological developments and revolutionary ideas, but the modern power grid is

still predominantly powered by using AC and AC equipment. In addition, the

distribution system is based entirely on the fundamental principles proposed by

Tesla. Large power stations have become widespread all over the world, and

output voltage is boosted while sending the transmission lines. At the end-point,

the voltage is stepped down in order to protect consumers from dangerous sit-

uations. However, it is too early to claim that the “War of Currents” has finished

and Tesla has won. Today, there are a great number of components powered by

DC such as computers, light emitting diodes (LEDs), electric vehicle batteries,

etc. In addition, high voltage DC (HVDC) systems represent a more economical

solution at longer distances and have a profound impact on reducing total instal-

lation costs [26].
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The aforementioned scientific discoveries and innovations have caused

electricity to be available for everyone. The spectacular journey of electrifica-

tion began with the arc lighting systems and proceeded with incandescent light-

ing systems revitalizing science, technology, and social life profoundly.

Needless to say, power systems were mature, small-scale, and localized in

the first stage of the development era. In addition, two distinct types of power

generation plants based on AC and DC were used to serve energy to end-users

[27]. Subsequently, a great number of larger power plants was constructed to

meet the increased demand of consumers and enabled utility companies to make

a profit by trading electricity. Therefore, electricity became widespread and

propelled us into the modern electrified era. The timeline of multiple discover-

ies, studies, and developments from the 1900s to the current time is summarized

in Fig. 1.10.

In Pearl Street Station, powered by DC, there were some restrictions caused

by high losses due to low voltage level and the short delivery distance of pro-

duced energy. However, the invention of the transformer and induction motor

brought different insights to the company owners, leading them to activate an

action plan of an industrial-scale power grid.

Until the early 1990s, electric utilities were supervised by a regulated

monopoly system that was vertically integrated, that is, an individual utility

could provide all three main parts of electric power systems: power plants,

transmission lines, and distribution systems [28]. At the end of the 20th century,

the complex structure of energy market began to change rapidly thanks to devel-

oped countries’ attempts and legislation, which paved the way for wholesale

competition in 1996. Governments supported the idea of opening access to util-

ity grid and encouraged the power facilities to get involved in this brand-new

structure, allowing them to manage transmission lines as independent system

operators (ISOs) or regional transmission organizations (RTOs) [29].

1.3 Interconnected Electric Power System

The electrical grid is one of the most sophisticated and complex structures con-

sisting of countless cluster of transformers, substations, generating units, and

long-distance transmission lines aiming to deliver power to consumers. It

was expanded from the small-size local designs and became a great intercon-

nected structure by meeting hundreds of millions of electricity consumers’ daily

needs with extraordinarily long high-voltage and low-voltage lines. The funda-

mental components of this structure are the power plants for power generation,

the transmission lines, and the distribution system, as shown in Fig. 1.11, each

of which is detailed below.

1.3.1 Power Plant

The utility grid starts exactly where the electricity is generated. The power

plants are generally established near the energy sources, which are generally
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FIG. 1.10 The timeline of changes/discoveries from the 1900s to now.
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built up as coal or natural gas thermal power stations, hydroelectric dams, and

nuclear reactors far away from the consumers. Coal and nuclear power plants

present less flexibility in terms of regulating output power when needed, as

ramp-up/down duration takes longer time compared to natural-gas-fired plants.

Therefore, in order to prevent energy shortages and detrimental effects, it is a

common method to use back-up generating systems. The grid operator monitors

reserves, grid conditions, and the consumer and supply side continuously to

develop control axioms even in unexpected situations such as blackouts [30].

In the history of power generation, steam turbines converting thermal energy

of steam into mechanical energy and into electrical energy invented by Sir

Charles Parsons in 1884 were a major milestone for energy production. This

invention enabled consumers to obtain affordable low-cost electricity and led

to electricity becoming a broadly utilized source even in rural areas. The first

coal-fired steam generators provided low-pressure steam, which was used to

drive DC dynamometers. However, improvements in efficiency (from 1.6%

to 15% between 1884 and 1910) allowed the driving of AC generators. More-

over, it is evident in the history of electrification that vastly improved pulver-

ized coal steam generators were used widely throughout the 19th century [31].

1.3.2 Transmission Lines

High voltage transmission lines provide the transfer of electricity from power

plants to consumers with higher efficiency, lower expenses, and low losses,

especially over long distances. However, there is a crucial problem that electric-

ity generators produce power in low voltages. Thus, the output voltage must be

increased with step-up transformers. Overhead power lines, which are not insu-

lated and are less expensive compared to the underground power cables, can be

used in transferring electricity. Today, the highest level of transmission voltage

is changing in the range of 700–800kV, but normally 110kV or above voltages

are accepted as widely used [32]. It is evident that these values are high, con-

sidering what we need in our homes, so these voltages are converted to low volt-

age levels with step-down transformers and sent to the distribution network

within the safe constraints. The management of transmission systems over long

FIG. 1.11 Traditional electricity delivery system.
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distances is one of the most impressive engineering feats supported by devel-

oping control actions to provide an efficient, safe, robust, and low-cost power

grid all the time. High voltage AC, high voltage DC, super conducting technol-

ogy, and wireless power transmission are the most common methods to transfer

electrical power for long distances.

When the 20th century’s electrical grid system is examined, it can be seen

that there were more than 4000 individual electric utilities which were operated

separately for their own profits. Due to the fact that electricity demand increased

especially after World War II, the utilities began to establish connected trans-

mission systems for the purpose of increasing their profits while reducing

energy cost, and managed the system together in the context of commercial

targets [33].

1.3.3 Distribution Network

These kind of electrical networks begin after step-down transformer and the

point at which the transmission lines end. Electricity is procured by primary

and secondary consumers at the final destination. The distribution system volt-

age level generally changes between the ranges of 0.4 and 33kV. With appro-

priate management and planning strategies, it is possible to obtain an

coordinated, reliable, and cost-effective power grid supplying both present

and future probable loads.

There are two types of electric power distribution systems, among which the

radially connected one was preferred in the early development age of electrifi-

cation. However, this kind of distribution system causes some important obsta-

cles in terms of supplying adequate electric service to consumer in case of any

feeder or transformer fault. Hence, the main ring electrical power distribution

system is presented as a solution to handle the mentioned drawbacks. It is

ensured that consumer demand is still accounted for by the other feeder where

no failure occurs.

1.4 Modernization of the Electric Power SystemWith Smart Grid

The world had witnessed two industrial revolutions occurring in the 18th and

19th centuries, as a first revolution and a second revolution which utilized coal

and petroleum’s energy production capability, respectively. Although they

paved the way for rapid industrialization and economic development, undesir-

able side effects such as natural pollution occurred due to harnessing fossil fuel-

based energy resources excessively since the last industrialization.

In the last few decades, it has been seen that the energy consumption of the

emerging modern world has grown extraordinarily due to increasing popula-

tion and rapid urbanization. This demand is expected to increase by 48%

between 2012 and 2040 based on the Energy Information Agency’s statistical

data [34]. All this causes greenhouse gas emission (GHG) into the climate to
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accelerate at an unprecedented rate, which has led to growing concerns about

environmental issues such as global warming, carbon footprint, and acid rain.

Today, it is not possible to ignore the profound impact of GHGs on the envi-

ronment especially after humankind witnessed its highest value during the

years from 1983 to 2012, considering the last 1400years [35]. Unfortunately,

this issue induced an increase in average temperature of the earth by nearly

0.85°C and as a result oceans warmed, polar ice melted, and sea levels rose.

To address these issues, there have been significant attempts to reduce GHGs

in the power and energy industries which are in charge of 40% of the global

CO2 production. For example, the European Union (EU) has aimed at provid-

ing significant reduction in GHGs as a proportion of 20% by 2020, which is

one of the most popular commitments, also known as 20-20-20 target [36].

Similarly, the United Kingdom (UK) Climate Change Act 2008 announced

that it has the main goal of reducing emissions by 80% by the year 2050 com-

pared to a 1990 rate and revitalizing the awareness of environmental

issues [37].

On the power supply side, harnessing the renewable energy sources (RESs)

is considered to be one of the most promising approaches to deal with the afore-

mentioned problems by making the power system more efficient and less pol-

luting [38]. In the last few decades, there has been a strong trend toward

integrating RESs (solar, wind, hydro, geothermal, biomass, etc.) into the power

grid, and advanced management strategies have been developed in order to pro-

vide a sustainable, economic, robust, and resilient electrical grid. In this sense,

there are two important targets for increasing installed RESs capacity as a pro-

portion of 10% and 49% for the EU countries Malta and Sweden, respectively

[39]. Additionally, according to the National Renewable Energy Laboratory

report, the United States has also committed to expand RES capacity from

30% to 90% by 2050 [40].

Wind and solar power farms were first penetrated as complementing sources

in the hybrid systems for the purpose of rural applications [41]. However,

increased demand, pollution, and further technological achievements led dis-

tributed energy systems to gain importance worldwide and become the primary

choice to address electricity generation. Modular and distributed on-site gener-

ation units present a feasible solution in terms of reducing grid dependence and

losses. Therefore, it is widely accepted that all of these are forerunners of the

modern power grid which is actually based on noncentralized large power

plants but small-scale low voltage energy systems, namely microgrids

(MGs). MGs are autonomous systems consisting of local loads, generation

units, and energy storage systems with distinct electrical boundaries [42]

(see Fig. 1.12). These systems currently rely on different kind of RESs such

as photovoltaic (PV) farms, wind turbines, and biomass. It can thus be con-

cluded that the 21st century is a time of significant change and upheavals in

the power system considering revolution in the energy supply side within the

smart grid concept [43].
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From another perspective, it is evident that transportation industry also

causes to increase GHG emission at alarming rate in our modern power grid.

According to the relevant reports, it is seen that this system is responsible

for a major portion of global GHG emission by 33% due to its massive reliance

on fossil fuels [44]. In 1990, about 24.9% of total US GHG emission was

accounted in traditional transportation system. In 2012, it accounted for about

28.2%, and the largest share of growth was announced as 103% in total emis-

sions between 1990 and 2012 [45]. In order to reduce emissions and fuel con-

sumption, electric vehicles (EVs) are presented as a promising green solution of

the automotive industry due to stringent legislations, environmental awareness,

and rising gasoline prices. EVs have a vast range of benefits consisting of

improving air quality, decreasing noise emissions, and some economic savings.

Currently, there are some important partnerships and protocols to obtain

efficient, zero-emission transportation systems. In this respect, the United King-

dom constituted the National Energy Efficiency Action Plan in 2007 for the pur-

pose of decreasing GHG emission by 18% for the year 2016, which regarded as

272.7TWh energy saving [46]. The EU has also made an effort to succeed sig-

nificant reduction in CO2 emissions globally. Therefore, it is clear that electri-

fication of the powertrain became one of the main goals of governments, policy

makers, and industry based on abovementioned efforts. As a result, the world

has seen a stunning revolution in transportation systems. In other words, pen-

etrating environmentally friendly low-emission EVs has been rigorously sug-

gested instead of petroleum-based conventional vehicles. To expand our

knowledge, a detailed research by the International Energy Agency revealed

that there were more than 1.26 million EVs on the road worldwide in 2015

[47], and uptake of EVs is rising day by day. Today, different companies present

various types of EVs, as shown in Table 1.1. In addition to the environmental

FIG. 1.12 A small-scale microgrid structure.
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benefits, EVs can also be used in smart grid applications as a flexible load such

as energy sources, energy storage units, or load. There is a possibility to provide

bidirectional power flow through grid-to-vehicle (G2V) and vehicle-to-grid

(V2G) modes when needed. From the system operator side, this flexibility

can aid in maintaining power quality and regulating voltage/frequency

fluctuations.

Apart from all aforementioned advantageous, issues such as high penetra-

tion of both RESs and EVs into the power system can cause severe operational

challenges from the system operator’s point of view. The main drawback for

RESs is that they are completely weather-dependent, that is, they provide highly

volatile and intermittent power output that need some serious managements and

improvements for smooth penetration. Otherwise, these may cause notable con-

sequences in the electrical grid such as unbalanced supply-demand, voltage

flicker, frequency fluctuations, and other power quality issues.

On the other hand, it is widely known that distribution system is not robust to

withstand extra unpredictable new loads such as EVs demanding high charging

power. Therefore, integration of large amount of EVs may lead to undesired

operational consequences such as higher losses, transformer or feeder overload-

ing, and phase imbalances [48]. All of these are significant technical problems

that must be avoided in order to ensure a sustainable, reliable, and economic

distribution network operation. Firstly, charging stations are represented as a

solution that can provide regulated/controlled charging power for EVs and

aid power system operator to understand EVs’ impact on the network.

TABLE 1.1 Electrical Characteristics of Electrical Vehicles

EV Types

Battery

Capacity

(kWh)

Charging/

Discharging

Rate (kW)

EPA Range

(miles)

BMW i3 33 7.7 114

Chevrolet Bolt 60 7.2 238

Fiat 500e 24 6.6 84

Ford Focus 23 6.6 115

Hyundai Ioniq 28 7 124

Kia Soul 27 6.6 111

Mercedes B-Class 28 10 87

Nissan LEAF 40 6.6 151

Tesla Model X 100 17 237

Volkswagen E-Golf 36 7.2 125
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Moreover, they enable the development of management strategies and reliable

forecasting models for responding to system requirements. However, the sto-

chastic nature of arrival/departure times, state of energy, and expected duration

times of EVs are one of the most common operational problems that may be

faced by system operators continuously.

The traditional power grid structure had limited construction design, which

could only transfer electricity from the large-scale central energy plants estab-

lished far away from the consumers, enabling only one-way communication and

energy exchange infrastructure, restricted energy storage capability, and pas-

sive loads. However, it is obvious that today’s power system has become a

sophisticated energy architecture considering the aforementioned technological

revolutions which emerged in both supply and demand side (see Fig. 1.13).

Over the past decade, there have been increasingly rapid advances on the supply

side that RES-based distributed generation units and lighter-weight generators

(e.g., gas-fired turbines) have become widely used generating plants instead of

the large synchronous generators. A great amount of variable speed drives such

as EVs have penetrated into power grids, which paved the way for low-emission

electrified transportation system. Moreover, different types of energy storage

systems such as ultracapasitors, flywheels, and even EV batteries have begun

to be used as ancillary services in order to mitigate supply-demand imbalances

[49]. On the demand side, prosumers (consumers also with on-site production

facilities) together with the heterogeneity of the appliances also cause major

uncertainties in electrical system. However, it is possible to take advantage

of flexible load-based energy reduction capabilities by demand response

FIG. 1.13 Smart grid conceptual diagram.
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(DR) programs. Additionally, a supervisory control and data acquisition

(SCADA) system has been developed as an industrial automation system to

increase energy efficiency, but decrease extra costs by monitoring system con-

ditions every time. Therefore, it would not be wrong to note that since the begin-

ning of the 21st century, this emerging modern power grid has been witnessing

spectacular revolutions in all main system components, which may be described

as a third industrial revolution. However, these rapid changes/transformations

are seriously impacting the grid by triggering a huge amount of discussions

owing to the increased concerns about safety problems; questions have also

been raised about the capability of our current power networks. Development

of new approaches plays a critical role in long-term power system planning

while considering the need for “smarter” electrical grids. In this sense, the par-

adigm of the smart grid was represented as an attractive solution in order to

coordinate the above-mentioned frameworks optimally and to provide more

flexible, fast responding, resilient, and reliable power systems. A conceptual

definition of the smart grid by EU’s viewpoint is as follows: “A smart grid is

an electricity network that can intelligently integrate the actions of all users con-

nected to it—generators, consumers and those that do both—in order to effi-

ciently deliver sustainable, economic and secure electricity supplies” [50].

Unlike the main thoughts such as smart grid is a new grid infrastructure, it is

actually the state-of-the-art combination integrating communication and infor-

mation technologies into the conventional grid to transmit electricity in an eco-

nomic and efficient way. One of the most tremendous benefits of a smart grid is

that system operators can monitor the main components, and improve control

axioms as well as management strategies to prevent undesired conditions (such

as disturbances and outages) thanks to the digital technology (phasor measure-

ment units, automated capacitor banks, and feeder switching). From the con-

sumer’s perspective, advanced metering infrastructure provides information

about power consumption and electricity prices in real-time to allow consumers

to manage and alter their load profiles with the DR programs. The last decade has

seen a growing trend toward DR strategies with the aim of compensating uncon-

trolled, intermittent power generation systems output and providing supply-

demand balance every single time. It empowers consumers to participate in

electricity markets actively and accomplish particular objectives such as load

leveling, reliability requirements, and voltage regulation within the context of

a smart grid. Around the world, many different DR programs are currently

applied in real-world electric power system operations. Fundamentally, these

applications can be classified as follows:

l programs aiming the control of a specific load (air conditioner, pool pump,

irrigation pump, water heaters, etc.);

l programs aiming to manipulate the total power consumption of an end-user

premise (through contracted reduction, building energy management sys-

tem, stand-by generators, etc.);
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l programs focusing on changing the load pattern of regions composed of

multiple end-users; and

l programs enabling direct or indirect participation of end-users to the elec-

tricity market.

There are many different approaches under each DR strategy type together with

breakdowns, but only the first type of DR practical evidence is shown in

Table 1.2. For more detailed information about DR strategies, reference [51]

can be also examined.

Smart grid applications (see Fig. 1.14) can be recognized as a feasible solu-

tion to the new challenges, which improves significant operational strategies to

deal with uncertainties and increases in RESs penetration. In addition, it leads to

the modernization of the electrical grid while ensuring a robust, sustainable, and

flexible grid structure thanks to all the aforementioned developments. Today,

this concept has been comprehensively and systematically examined with a

growing body of literature and it is possible to identify some real implementa-

tion fields in many countries such as the United States, Germany, Canada,

Japan, China, and India [52].

TABLE 1.2 Practical Evidence for DR Programs

Controllable Load Practical Evidence

Air conditioners Pacific Gas and Electric Company—PG&E (California)—
Commercial and Residential—“SmartAC program”

CPS Energy (Texas)—Commercial and Residential—“Smart
Thermostat Program”

Endeavor Energy (Australia)—Residential—“CoolSaver
Program”

Western Power Company (Australia)—“Air Conditioned
Trial”

Pool pumps Endeavor Energy (Australia)—Residential—“PoolSaver
Program”

Energex Company (Australia)—Residential—“Pool Rewards
Program”

Water heaters Energex Company (Australia) —Residential—“Hot Water
Rewards Program”

Irrıgation pumps Southern California Edison (SCE) Company—“Agricultural
and Pumping Interruptible Program”

American Electric Power (AEP)&EnerNOC—Texas—
“Irrigation Load Management Program”
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Therefore, we are at the edge of “Pathways to a Smarter Power System”

where we can foresee a future power system structure with adapted advanced

technologies enabling a far different world than today.
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2.1 Introduction

The assessment of a power system has attracted public attention due to the sud-

den increase in environmental impacts such as GHG emissions, thermal

releases, ozone layer depletion, climate change, and noise, as well as depletion

of fossil fuels, sudden increase of power demand, and fluctuation of fuel prices.

The global energy requirement is increasing on a daily basis at a rate that is

higher than the human population growth. As a result, the high demand of a

reliable power supply is caused by introduction of complex electronic gadgets

that require uninterrupted power supply. On the other hand, it has been reported

by many international organizations that more than 70% of the global blackout
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occurs in the developing countries where approximately 1.1 billion people do

not have access to electricity [1]. Owing to this, distributed energy resources

(DERs) have become the potential alternative to reduce the negative impacts

of power outages that can affect the economic activities of the commercial,

industrial, and residential customers. Moreover, DERs are power generation

technologies connected directly or near the customer load points to produce

electricity and at the same time to reduce the energy consumption through

the market mechanism put in place by the utilities. DER technologies comprise

of the diesel generator, microturbine, gas turbine, steam turbine, bioenergy

technologies, photovoltaic (PV), fuel cell, wind turbine generator (WTG),

inverter, electric vehicle, small hydro, smart grid features battery storage sys-

tem (BSS), and controllable loads [2]. These components work together or

independently to form distributed generation technologies that operate as

grid-connected systems or standalone power systems.

The renewable energy technologies utilize natural resources that are natu-

rally replenishing to generate energy for various applications. Most of the

renewable DERs have low operation and maintenance (O&M) costs, low

GHG emissions, and are easy to install [3]. The DER technologies can be seen

as energy resources that are globally accepted by the utilities for load balancing,

peak curtailment, demand response, peak load management, and energy effi-

ciency in real time power systems. In addition, they can be used in the planning

process to improve the reliability of the power system by ensuring that loads

will not exceed supply during the system peak. In addition to this, DERs can

provide ancillary services such as voltage support and frequency control at

low operating costs and higher efficiency than traditional power systems.

The combination of numerous DERs that have base and peak load, and eco-

nomic and operational characteristics, will maximize the utilization of the trans-

mission and distribution lines while running on the full load. For instance, gas

turbines that operate with higher fuel costs and low capital costs when compared

with other baseload generating units can be brought online quickly. This indi-

cates that gas turbines operate within a limited number of hours since that they

are used by the utilities for peak load demand. Similarly, small hydro is a sus-

tainable energy source that operates at better efficiency [4]. It has some eco-

nomic features such as no fuel costs, provision of backup during electricity

interruptions, reduction of the overall cost of electric energy, and no GHG emis-

sions, but its operation is limited owing to nonavailability of water during the

dry season [5]. As a result, small hydro works at low capacity factors with the

limited water supply. However, hydropower systems can be quickly brought

online and ramped up and down easily.

The traditional power system with a large number of thermal power plants,

hydro power plants, gas turbine, and reciprocating engines was initially

designed with a unidirectional power flow. This shows that power only flows

from the power stations to the consumers in one direction. However, with

the advent of DERs and the smart grid system, coupled with the state of the
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art of the technologies in the power system, the operation of the power network

has been changed from unidirectional to bidirectional power flow. Due to the

application of the smart grid features in the power system, DERs are now being

utilized by various households to generate their power requirements at the com-

mercial level with the application of net metering and feed in tariff. The inte-

gration of the smart grid features such as demand response, smart meters, and

peak load demand management allows power consumption to be reduced dur-

ing peak periods. This assists the utilities to reduce the transmission line con-

gestion and balance the power in the grid. The reliability of a power supply can

be guaranteed with the integration of a number of DERs into a power system

during peak periods when the power generated exceeds the power demand.

At this particular period, a backup generation is required to balance the shortfall

between the power generation and demand. Moreover, in a situation where the

source of power supply is not predictable owing to the intermittent character-

istics of the wind and solar resources, the BSS can be deployed to improve the

reliability and balance the grid power supply. The BSS is utilized in such con-

ditions to smooth out the effect of local renewable energy resources [6]. Fur-

thermore, the penetration of DER technologies into the power system is

growing on a daily basis due to their affordability and economic and technical

benefits. The aforementioned benefits have encouraged many countries to allo-

cate more resources that will augment DERs’ investments and improve the per-

formance of their power systems.

This chapter is intended to help the power utilities, designers, government

agencies, and retailers to understand the concept of DER technologies and their

economic and environmental importance. The technical challenges and benefits

of a high penetration of DER in a microgrid system are presented in this chapter.

This chapter can be used as a guide to invest heavily in the new technology and

techniques to study the effects of DERs penetration in the power systems. It also

sheds more light on the methods that can be used to increase the capacity and

efficiency of DERs, as well as to reduce costs or risks that are associated with

their applications in the power system.

2.2 Distributed Energy Resources

The DERs are small scale power sources that combine various array of gener-

ation, storage technologies and energy monitoring and control facilities to pro-

vide a potential alternative for improvement of the conventional power system

[7]. The DERs are installed at or near the location where electricity power is

being utilized and can either be connected to the grid or operate as the standa-

lone systems and operate independently of the grid. The DERs are the genera-

tion and storage technologies that are classified based on the sizes, types, and

capacity for residential, commercial, and industrial power and heat solutions.

Similarly, the DER technologies are encouraged by the policy makers to max-

imize their benefits such as production of electricity, heating, and cooling.
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Owing to this, some benchmarks, market mechanisms, and regulatory structures

have been introduced by government agencies to effectively harness the bene-

fits of the DERs. These frameworks are initiated to guarantee the security of

power supply at all times.

2.2.1 Importance of Distributed Energy Resources

The DER technologies have been widely accepted to provide power, heat, and

cooling solutions for numerous customers across the globe, owing to their

important technical, economic and environmental benefits with better power

system resilience and efficiency. DERs can also improve grid balancing and

affordable extension of the grid to unconnected communities. The other aspects

of importance of DER in the power system are as follows:

l Reduce the COE and improve the security of power supply.

l Enhance the reliability of power system and reduce the cost that related to

power outages.

l Reduce GHG emissions and improve fuel utilization on site.

l Defer the need to install additional generating units.

l Reduce fuel cost risk and fuel supply risk.

l Provide ancillary support in some cases.

l Improve energy efficiency and local economic development.

2.2.2 Application of Distributed Energy Resources

The sudden increased in the power demands coupled with the shortage of elec-

tric power supply, power quality problems, and COE spikes have encouraged

utilities to seek better sources of power supply on the basis of technical, eco-

nomic, and environmental benefits [8]. The acceptance of DERs is centered

on the lower operating costs and being easy and faster to install when compared

with the fossil fuel-based generating units. DER technologies can be used for

various applications based on commercial readiness, economics, availability,

and environmental considerations. These factors are used to select the appropri-

ate DER technologies to provide fast solutions to numerous power problems.

Table 2.1 can assist the utilities to make the best decisions when selecting

DER technologies based on the benefits that are attached with their utilizations.

2.2.2.1 Standalone

A standalone power system is an off-grid power system for remote areas that are

not tied to the utility grid owing to some economic and technical constraints [9].

The standalone system is independent of the grid and can operate effectively

in conjunction with nonrenewable and renewable DERs, as well as electric stor-

age systems. The application of the standalone system in the rural areas is

more cost-effective than extending the transmission lines to such locations.
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TABLE 2.1 Application of DER Technologies

DER Technologies

Power

Quality

Standby

Power

Standalone

System CHP

Peak

Shaving

Low Cost of

Energy

Nonrenewable DER
technologies

Diesel
generator

✕ ✓ ✓ ✓ ✓ ✓

Gas turbine ✕ ✓ ✓ ✓ ✓ ✓

Fuel cell ✕ ✓ ✓

Steam turbine ✕ ✓ ✓ ✓ ✓ ✓

Microturbine ✕ ✓ ✓ ✓ ✓

Renewable DER
technologies

PV ✕ ✕ ✓ ✕ ✓ ✓

Wind turbine
generator

✕ ✕ ✓ ✕ ✓ ✓

Battery storage
technologies

SMES ✓ ✕ ✕ ✕ ✕ ✕

Flywheel ✓ ✓ ✕ ✕ ✕ ✕

Battery system ✓ ✓ ✕ ✕ ✕ ✕
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In addition to this, the standalone system is also utilized by individuals who live

close to the utility grid and wish to acquire autonomy from the utilities to show

their commitment to sustainability of renewable energy. The standalone sys-

tems are generally designed to combine various DER technologies to generate

a reliable power, reduce O&M costs, and reduce the inconvenience associated

with power interruptions. These approaches include application of DERs to

reduce the value of electricity required to meet consumer power demands from

the utility grid. The application of DERs for standalone operation depends on

some paramount factors such as fuel cost, emissions, O&M costs, and capital

cost. The aforementioned factors have made renewable DERs more cost-

effective than utilizing nonrenewable DERs alone.

2.2.2.2 Peak Shaving

DER technologies are utilized to generate electric power during the periods

when the power purchase from the utility is costly. This includes peak demand

periods when the power demand is very high and the utilities cannot meet such

power demand owing to limited power generation capacity. DERs are used for

the peak shaving application as a measure to reduce peak demand rather than to

subject some customers to unwarranted power outages. Some DER units are

designed to supply power during the peak load periods, in so doing providing

numerous economic benefits to the consumers and utilities. The purpose of uti-

lizing DERs for peak shaving applications is to increase the generation capabil-

ity of the network and at the same time to reduce the economic effect of load

shedding on some highly variable loads. Similarly, DER provides a quick

response to power demand, making it the optimal solution for the peak shaving

application. The application of DER technologies for a peak shaving solution

limits the costs that are associated with load shedding.

2.2.2.3 Standby Power

The DERs can be used as a power solution in circumstances where the power

supply from the utilities is not reliable owing to a large number occurrence of

power outages that takes a long duration to restore power supply. The applica-

tion of DERs in a microgrid system can provide the optimal solution to meet the

load demand when the power supply is interrupted. Similarly, owing to some

benefits such as a reliable operation and reduced operational down time, they

can supply some critical loads during the power outages pending the time when

power service from the utilities will be restored back [10]. The optimal selection

of nonrenewable DERs due to unstable power supply from the utilities depends

on how frequently the units should start up and how many hours the units will

work per year. The power system with the combination of a variety of DERs for

standby applications has many benefits, and it is one of the best power solutions

based on operating costs and power outages reduction.
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2.2.2.4 Emergency Power

DERs are also designed for emergency power solutions in off-grid and grid-

connected systems. DERs for emergency power solutions encompass the full

range of enabling technologies such as renewable and nonrenewable DERs,

energy storage systems, and intelligent control technology. DERs’ power solu-

tions also ensure the power supply sustainability and cost-effectiveness in an

extensive scope of utilizations. DERs are used for emergency power solutions

in a variety of settings such as residential, commercial, industrial, data centers,

communication facilities, and modern security monitoring centers. The advan-

tages of DERs in emergency power applications include quick start-up, rapid

raping to full load, low duration of power interruptions, no interruption of

the security system, and support of continuous operation in various sectors

of the economy. However, the operating hours of the diesel generators, gas tur-

bines, and microturbines are limited owing to high emissions of air pollutants.

2.2.2.5 Load Curtailment

DERs are utilized in the power system to meet global energy and environmental

objectives based on the reliable, affordable, and clean energy benefits. DER is a

platform to optimize energy systems across multiple pathways such as electri-

cal, thermal, fuels, water, communication, and physical scales. Load curtail-

ment is a program designed by the utilities potentially to reduce the power

demand or electrical energy usage during the peak load periods. The application

of numerous DERs reduces congestion of the grid, which is common during the

peak hours when the sum of power demand from the load centers is greater than

the power generated by the utilities [11]. This will reduce the congestion of the

system and the crisis that is associated with such an event. In this context, many

consumers have been encouraged to install DERs on their premises as a measure

to prevent the cost associated with load curtailment. The number of DERs

installed at different places with various capacities can be used by the utilities

and consumers to meet the required power demand at peak periods. This will

reduce the economic impact of the load curtailment on the consumers.

2.2.2.6 Combined Heat and Power

Combined heat and power (CHP) is a DER technology comprised of the diesel

generator, microturbine, gas turbine, and fuel cell for production of both power

and heat solutions. The CHP plants are designed by their manufacturers to

recover wasted thermal energy from the conventional generating units for res-

idential, industrial, municipal, and commercial heating applications. DER tech-

nologies that produce waste heat can be utilized in a CHP technology due to the

higher fuel utilization efficiency and better financial prospects [10]. The CHP is

an energy-efficient innovation that produces power. It is designed to capture the

heat that would otherwise have been wasted to provide valuable thermal energy
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for industrial and domestic applications. It tends to be situated at an individual

office and facilities that need electrical and thermal energy simultaneously.

2.2.2.7 Demand Response

Demand response is a reduction in the amount of power required from the util-

ities by customers in a response to an escalation in the COE or motivation pay-

ments that are strategically designed to bring down utilization of electric energy

at a particular time [12]. The application of DER technologies for a demand

response solution is based on the reduction of power supply from the distribu-

tion network operators with the local injection of power at the load centers. The

supply from the utilities is reduced and the overall system stability is maintained

(if not enhanced) as the reserve supply capacity is increased. In some situations,

load shedding is employed to help augment the utility control or cost, but the

benefits are limited to monetary compensation to sites that can afford to reduce

nonessential electrical loads at a requested time.

2.3 Smart Grid System

A smart grid is defined as the electrical network that incorporates numerous

generating units, smart grid features, and loads, and efficiently convey power

that is adequate in capacity, increases grid efficiency, sustainability, accessi-

bility, self-healing, safety, and reliability [8]. Smart grid advancement has a

tendency to be driven by the objective of enhancing the performance of electric

power systems based on the collaborations between utilities and customers.

The rapid demand for installations of DERs in the traditional power system

requires a computer-aided coordination system that can be used for power gen-

eration, transmission, distribution, and consumption [9]. Owing to the rapid

growth in the global power demand, fluctuation of the prices of fossil fuels

and the reduction in DERs costs over the last few years, the opportunities

for DER technologies in the smart grid-connected power system seem to be

increasing. A smart energy system is able to integrate and optimize both elec-

trical and mechanical plants in order to lower the COE, reduce greenhouse gas

(GHG) emissions, and enhance the efficiency of power systems. The combi-

nation of various DER technologies can also be used to proliferate the values

of the smart grid.

2.3.1 Benefits of DERs in the Smart Grid System

The benefits of DERs in the smart grid system can be summarized as follows [10]:

l The smart grid allows higher penetration of DERs with minimal operational

cost while enhancing the reliability of power supply and power quality.

l DER technologies play a proactive role in the cost of energy savings, accom-

plished by enhancing the energy efficiency and reducing the peaks demand.
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l The application of DER technologies in the smart grid reduces the

operating costs.

l The application of smart grid technology provides numerous electricity ben-

efits to consumers by efficiently utilizing the power system components.

l The utilization of smart grid features can safely fulfill consumer power

demands at lower operational and environmental costs.

2.3.2 Methods of Connecting DERs into the Grid

A smart grid allows a number of consumers to power their appliances with a

number of DERs based on the availability of local renewable energy

resources. The excess power generated by each consumer can be fed into

the grid. The system is configured in a way that whenever local renewable

resources are unavailable, the power demand of the consumers is met from

the utility grid. However, the utilities face numerous problems in order to con-

nect small DERs to the smart grid, based on the reliability, power quality,

safety, rate, and metering. The utilities allow net metering and feed in tariff

in some countries.

2.3.2.1 Net Metering

Smart meters are used to measure the difference between the electricity gen-

erated by the individual consumers and that taken from the grid. This indicates

that utilities bill their consumers based on the net energy on a monthly or

yearly basis [10]. The platform provided by the utilities with the application

of the net metering allows the consumers to supply any excess power gener-

ated into the grid and credit for future energy utilization. Net metering

programs have been introduced in many countries for residential and commer-

cial customers based on their specific requirements. This allows a single bi-

directional smart meter to be utilized for recording the energy that consumers

draw from the utility grid and the excess energy that consumers feed back into

the utility grid.

2.3.2.2 Feed-in Tariffs

Feed-in tariffs is a method designed to accelerate investments in DER technol-

ogies by allowing energy produced by the consumer to be compensated for the

energy they feed back into the grid. Feed-in tariffs require two unidirectional

meters in order to measure outflow and inflow of electricity from each customer

independently. The first meter records energy drawn from the utility grid, while

the second meter records excess energy generated by each consumer that is fed

back into the utility grid. This enables electricity consumption and electricity

generation to be priced separately.
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2.4 Classification of Distributed Energy Resources

DERs consist of energy generation components, storage systems, energy man-

agement technologies, power electronic interfaces, and communication and

control devices for efficient operation of a power system. DER technologies

are modular units that are universally accepted as means of providing a potential

alternative to a traditional power system in order to reduce economic effects of

power interruption, operating costs, quantity of emission, and cost of energy.

There are three types of DERs based on the capacity and technology points

of view. The first classification is based on the capacity of the generating units,

as presented in Table 2.2, and depends on the type of utilities and customers as

well as on the applications. The capacity of DERs can be used by the utilities as

a prerequisite to make a managerial decision with regards to which technology

is suitable for a particular application. The second classification of DERs is

based on the type of technology (fuels) designed and adopted by the original

equipment manufacturers (OEMs) for its effective operation. The general char-

acteristics of renewable DERs technologies, nonrenewable DG technologies,

and electric storage systems as well as their benefits are presented in

Tables 2.2 and 2.3, respectively.

2.4.1 Nonrenewable Distributed Energy Generation Technologies

Nonrenewable DER technologies are energy sources such as gas turbine, micro-

turbine, and diesel generators that use fossil fuel to generate electrical power.

The applications of nonrenewable DERs have played proactive roles in the

availability of electricity to the populace. These generating units are installed

at the load centers to increase the reliability of the power system, especially dur-

ing the peak and emergency periods, to meet the power demand and avoid

exposing customers to unnecessary power interruptions. The development of

nonrenewable energy DG technologies that make use of a variety of fossil fuels

for their operations and distribution system automation have become one of the

attractive options for distribution system reinforcement. However, high GHG

emissions have defeated the primary aim of using nonrenewable DER

TABLE 2.2 Classification of DG Technologies Based

on the Capacity of the Unit [13]

Type of DG Technologies Capacity

Micro DG
Small DG
Medium DG
Large DG

1W–5kW
5kW–5MW
5–50MW
50–300MW
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TABLE 2.3 Comparison of Different DG Technologies [14–17]

Nonrenewable DG Technologies Renewable DG Technologies

DG
Technologies

Reciprocating
Engines Gas Turbines

Micro
Turbines Fuel cells PV Wind Hydro

Noise level High Moderate Moderate Low No Low No

Availability 90%–95% 90%–98% 90%–98% More than 95% Subject to
solar
resource

Subject to
wind speed
resource

Subject to water
level

Capacity
range

Diesel: 20kW
to10MW
Gas: 50kW to 5MW

1–20MW 30–250kW 50kW to 1MW 1–20kW 0.2–3MW Small: 100kW to
100MW
Micro: 25kW to
1MW

Efficiency (%) Diesel: 36–43
Gas: 28–42

21–40 25–30 35–60 8–35 35–45 60–90

Fuel
Pressure (psi)

<5 120–500
(compressor)

40–100
(compressor)

0.5–4.5 N/A N/A N/A

Start up 10s 10min to 1 h 60s 3h to 2 days N/A N/A N/A

CO2 emission
(g/kWh)

Diesel: 650
Gas: 500–620

580–680 720 430–490 No direct
emission

No direct
emission

Small: 10–12
Micro: 16–20

CO emission
(g/kWh)

Diesel: 2.8
Gas: 1.8

0.42 0.47 0 No direct
emission

No direct
emission

Negligible

SO2emission
(g/kWh)

Diesel: 0.032
Gas: 1.25

0.032 0.037 0.024 No direct
emission

No direct
emission

Small:
0.024–0.029
Micro:
0.038–0.046
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TABLE 2.3 Comparison of Different DG Technologies [14–17]—cont’d

Nonrenewable DG Technologies Renewable DG Technologies

DG
Technologies

Reciprocating
Engines Gas Turbines

Micro
Turbines Fuel cells PV Wind Hydro

NOx emission
(g/kWh)

Diesel: 10
Gas: 0.2–1

0.3–0.5 0.1 0.005–0.001 No direct
emission

No direct
emission

Small:
0.046–0.056
Micro:
0.071–0.086

Fuel Diesel, heavy oil,
natural gas,
bio-diesel, biogas and
landfill gas

Natural gas Natural gas,
landfill and
biogas

Hydrogen and
methanol

Solar
insolation

Wind
speed

Water

Power to heat
ratio

0.5–1 0.5–2 0.4–0.7 1–2 N/A N/A N/A

Installation
cost/kW
(US$/kW)

Diesel: 125–300
Gas: 250–600

300–600 500–750 1500–3000 1550–3830 900–1400 30–250

Hours to
overhauls

25,000–30,000 30,000–50,000 5000–40,000 10,000–40,000 N/A N/A N/A

Part load Good Poor OK Good OK OK OK

O&M cost
(US$/MWh)

Diesel: 5–10
Gas: 7–15

3–8 5–10 5–10 1–4 10 0.045–0.09
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technologies due to some technical and environmental limitations. The nonre-

newable DER technologies are not sustainable and naturally not replenish. They

will soon run out of use because of the high rate of power demand for nonrenew-

able DERs is faster than the rate of restoring them inside the Earth [9]. The non-

renewable DERs have been widely deployed in the power system for CHP, peak

load, demand response, load curtailment, and standby power applications with or

without having significant interaction with the utility distribution networks.

2.4.2 Gas Turbine

The gas turbine is an internal combustion engine that employs gas as the work-

ing fluid for conversion of the kinetic energy of the moving fluid to the mechan-

ical energy by using the reaction or impulse. The converted mechanical energy

can be used for power generation as well as the prime mover for several devices

such as industrial pumps, marine propulsion, locomotive propulsion, and auto-

motive propulsion [18]. It can be classified into different categories based on the

type of duty, type of the combustor, shaft configuration, and degree of packag-

ing [19]. The applications of gas turbines for power generation and mechanical

drive technologies have increased tremendously for over a decade due to

advances in technology. It has an advantage of flexible fuel capability, which

means that it can utilize a number of fuels such as synthetic fuels and natural

fuels [20]. The gas turbine can be utilized for prime, continuous, and standalone

power solutions in remote communities that have no access to the utility grid as

well as grid-connectedmicrogrid systems. In addition to this, the gas turbine can

be used for baseload, peak shaving, and ancillary applications. The gas turbines

can be classified into two categories: open cycle and closed cycle. The opera-

tions of the closed and open cycle gas turbines can be compared based on the

cost of installation, type of fuels used for the operation, efficiency, cycle of

operation, and quality of heat input.

2.4.2.1 Open Cycle Gas Turbine

The open cycle gas turbine operates on the principle of drawing the fresh atmo-

spheric air at ambient conditions into the compressor where the air is com-

pressed by a centrifugal or an axial flow compressor [21]. The compressor

will raise the temperature and pressure of the atmospheric air to the levels spec-

ified by the original equipment manufacturer (OEM). The compressed air at the

higher pressure is fed into a combustion chamber, where the fuel will be burned

at an essentially constant pressure [22]. The high-pressure hot gases drive the

turbine and developed power owing to the rotation of the turbine shaft can be

used for a number of applications such as power generation and prime movers

for industrial devices [23]. The exhaust gases that leave the turbine are released

into the atmosphere, as shown in Fig. 2.1 [22]. The cycle is classified as an open

cycle system since the exhaust gases are not recirculated but released into the

atmosphere.
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2.4.2.2 Closed Cycle Gas Turbine

A closed cycle gas turbine is a turbine in which the temperature and pressure of

the atmospheric air that enter the compressor are increased [21]. The com-

pressed air at high pressure and temperature enters the heat exchanger, where

it is heated by an external source. The high pressure and temperature air are fed

into the turbine for expansion to take place [22]. The power is developed in the

closed cycle gas turbine owing to the high-pressure working fluid that increases

over the turbine. The exhaust working fluid is not rejected into the atmosphere,

but cooled by the cooling chamber and recirculated for a continuous operation

of the system [23]. The cycle is termed as a closed gas turbine engine since the

same working fluid is returned back to the compressor before the process is

completeed, as shown in Fig. 2.2 [22].

2.4.2.3 Advantages and Disadvantages of Gas Turbines

The benefits derived from the application of gas turbines to provide power and

thermal solutions have led to many research works to be focused on how to

improve the performance, fuel flexibility, emissions, life cycle cost, and thermal

utilization of gas turbines. The benefits of gas turbines have offered fast power

solutions that can deliver at a site within a short period. The advantages and

disadvantages of gas turbines are presented in Table 2.4.
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FIG. 2.1 An open cycle gas turbine engine [22].
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FIG. 2.2 A closed cycle gas turbine engine [22].
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2.4.3 Diesel Generator

Diesel generators can be utilized as standalone, emergency, standby, and peak

shaving units because of the following characteristics: availability, quick start

up, reliability, fast ramp up, durability, etc. [8]. The diesel generators have high

operating cost and generate electricity on demand when compared with renew-

able DERs. The lifetime of diesel generators is within the range of 15,000–
30,000h based on the proper O&M practices and atmospheric conditions of

TABLE 2.4 Advantages and Disadvantages of Gas Turbines

Advantages Disadvantages

l Higher reliability and availability. l Limited ability to use solid fuels when
compared with steam turbines.

l Lower operating costs and GHG
emissions.

l Any slight deviation of the fuels from the
specifications can reduce the efficiency of
gas turbine and increase maintenance
factor and early overhaul.

l The large quantity of the waste heat
stream from the exhaust can be
utilized in other processes.

l Gas turbines require special and
expensive equipment owing to high
operating temperatures.

l High power density and fuel
flexibility.

l The power generated by the gas turbine
reduces as the ambient temperature
increases.

l Gas turbines have a very low initial
cost.

l External source of power such as black
start generator needed to start self-
sustained operation.

l Gas turbines can be built faster at
reduced construction costs.

l The power required to drive the pumps
and compressors reduces the net power
outputs of the gas turbines.

l Gas turbines are capable of
reaching full load operation in a
matter of minutes.

l Consume more fuel to drive the
compressors and pumps.

l Quick start-up and easy to transport
to the sites.

l The high operating temperature of the gas
turbines can reduce the lifespan of some
components.

l High power-to-weight ratio and
high heat grade fuels are available.

l The efficiency levels of an open cycle gas
turbine engines are lower than open cycle
gas turbine engines, since thermal energy
is wasted when the exhaust is released.

l Smaller size and weight compared
to steam turbines, and less space is
needed for installation.

l Gas turbines operate with a low part load
efficiency.
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the environment [2, 23, 24]. The diesel generator is designed in such a way that

it can operate at 30%–80% of its nominal rating specified by the by the OEMs.

The diesel generator that utilizes the electronic control unit (ECU) is mostly

used by the utilities. The ECU is a device that is incorporated into the diesel

generator to sense the changes in the generator load demand and compensate

by regulating the fuel delivery to the diesel engine. However, there are several

factors to consider during the conceptual and design stages of a power system

that is tailored to utilize a diesel generator [23]. These factors include the

following: cooling system, starting equipment, maintenance, altitude, control

system, abnormal environmental conditions, fuel quality, speed governing,

drive type, and ambient temperature. Efficiency is another factor that must

be considered when choosing a diesel engine for a given application. However,

the efficiency of a diesel generator depends on the load factor, capacity, engine

design, ambient conditions, fuel control, cooling system, and operating speed

[25]. The successful operation of a diesel generator depends on the performance

of the components that constitute the system, as presented in Fig. 2.3.

2.4.3.1 Fuel Cost of the Diesel Generator

The fuel cost of diesel generator is a function of capacity of the load connected,

type of the diesel generator, rating of the diesel generator, the quality of the fuel,

ambient temperature, and humidity [26]. The relationship between the con-

sumption and the power produced by the diesel generator is shown in Fig. 2.4

[27]. The fuel cost of the diesel generator can be expressed as follows [28]:

FCi ¼ aiPgen
2 i, tð Þ+ biPgen i, tð Þ+ ci $=hð Þ (2.1)

where ai, bi, and ci are cost coefficients of the diesel generator, FCi is the fuel

cost of diesel generator, and Pgen is the power generated by the diesel generator.

The power produced by the diesel generator can be expressed in Eq. (2.2)

as follows [3]:

AlternatorDiesel engine Controls

Accessories

Load

Fuel control system
Excitation control system

FIG. 2.3 Block diagram of diesel generator [25].
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Pgen ¼Pn�Ngen�ηgen (2.2)

whereNgen is number of the diesel generators, Pgen is the power generated (kW),

Pn is the nominal power generated by the diesel generator (kW), and ηgen is effi-
ciency of the diesel generator.

The power generated by the diesel generator is designed to be within the

maximum and minimum rated capacity specified by the manufacturers as pre-

sented in Eq. (2.3) [28]:

Pmin
gen �Pgen tð Þ�Pmax

gen (2.3)

2.4.3.2 Diesel Generator Efficiency

The efficiency of a diesel generator is a combination of the efficiency of the die-

sel engine and the alternator. The efficiency of a diesel generator based on the

combination of the major components ranges between 30% and 55%, while the

standalone efficiency of the diesel engine and alternator varies between 35% and

60% and 85% and 95%, respectively. The efficiency of a diesel generator

depends on the design, size or capacity, mechanism for fuel control, operating

speed, type of cooling mechanism, etc. However, the efficiency of a diesel gen-

erator during operation deviates from the design value because of load condi-

tions, ambient conditions, and O&M practices [29]. The efficiency patterns

based on the size of the diesel generator indicates that efficiency increases with

the size of generator, as shown in Fig. 2.5 [27].
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2.4.3.3 Advantages and Disadvantages of Diesel Generators

The diesel generator is widely utilized in a number of fields such as power sec-

tor, mines, railways, factories, enterprises, and hospitals for power and heat

solutions. The advantages and disadvantages are presented in Table 2.5.
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FIG. 2.5 Efficiency curve of diesel generator.

TABLE 2.5 Advantages and Disadvantages of the Diesel Generator

Advantages Disadvantages

l More efficient with part load operation
flexibility and commercially available.

l Generally more expensive.

l No environmental hazards to store the fuel. l Noise pollution.

l High efficiency, quick start-up and
operation with less risk of ignition.

l Diesel generators have numerous
parts that can lead to a higher cost.

l The cost to maintain the generator is a lot
lower than for gas generators.

l Diesel generators are not
environmentally friendly.

l Diesel generators are cheaper than other
generators and can withstand heavy loads.

l Servicing and repairs are more
expensive when compared with
other DERs.

l Diesel generators can operate for a long
duration and durable with a longer lifetime.

l The time taken for the installation
process is longer than other DERs.

l Diesel generators are more fuel-efficient
that petrol generators.

l The initial cost of diesel
generators is expensive.

l Diesel generators are cheaper to run than
petrol generators.

l Starting diesel generators can be a
serious problem in the winter and
rainy season.
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2.4.4 Microturbine

Microturbines are new technologies that burn gaseous and liquid fuels such as

air, steam, and hot gases to produce a high-speed rotation that turns an alternator

attached to the shaft of the engine for power generation applications. They can

be utilized for small and medium-sized commercial and industrial energy appli-

cations because of their operating characteristics such as modular size, low

emission, and low O&M cost [23]. Microturbines are the simplest form of

gas turbines and provide a high electrical efficiency compared with gas turbines

of the same size. A microturbine is a small combustion turbine with a power

output that ranges from 25 to 500kW with the following major parts: compres-

sor, combustor, turbine, alternator, and recuperator (see Fig. 2.6). Some of the

applications of microturbines include standalone, standby power units, peak

shaving units, and combined heat and power generation applications [23]. They

can also be utilized to boost a standalone and grid-connected power generation

capacity, improve power system reliability, and supply power to remote areas

where extension of the transmission and distribution (T&D) lines are difficult

due to some financial barriers. In addition to this, microturbines can be used as

an efficient prime mover for many mechanical drives such as compressor and

air-conditioning. The simple design of a microturbine system improves the reli-

ability and reduces O&M costs of a power system. The efficiency of a micro-

turbine can be expressed as follows [30]:

ηmt ¼
Pmt electð Þ+Pmt thermð Þ

mf r�FHr
(2.4)

Combustion
chamber

TurbineCompressor Gen

Power
output

Fuel

Fresh air
inlet

Heat to
users

Exhaust

Recuperator

Heat
recovery

Cold water

FIG. 2.6 Operation of a microturbine.

Energizing Renewable Energy Systems Chapter 2 47



where ηmt is the efficiency of a microturbine, Pmt(elect) is the net electrical

power output of a microturbine,Pmt(therm) is the thermal power recovered from

a microturbine, mfr is the mass flow of gas (kg/s), and FHr is the lower heating

rate of the fuel (kJ/kgf).

The fuel cost of a microturbine can be expressed as follows [30]:

FCmt ¼PNG
Xn
k

Pk

ηk
(2.5)

where FCmt is the fuel cost of a microturbine, PNG is the price of natural gas, Pk

is the electrical power generated at interval k, and ηk is the cell efficiency at

interval k.

2.4.4.1 Advantages and Disadvantages of Microturbines

Microturbines offer many benefits for grid and off grid power systems. The

advantages and disadvantages of microturbine technologies are presented in

Table 2.6.

2.5 Renewable Energy Distributed Generator Technologies

Renewable DER technologies such as wind turbine generator (WTG), photo-

voltaic (PV) and mini/small hydro power base their mode of operations on

the accessibility of the local renewable energy resources such as water, wind,

TABLE 2.6 Advantages and Disadvantages of Microturbines

Advantages Disadvantages

l Defer T&D lines upgrading and can
utilize waste fuels.

l Low mechanical efficiency.

l Good efficiency in cogeneration,
low GHG emissions and no
vibrations.

l Reduce power output and efficiencywith
increase in the ambient temperatures and
elevation.

l Strengthens energy security and
small numbers of moving parts.

l Restricted operations owing to reduced
temperature cogeneration applications.

l Can be utilized for standalone power
system.

l Operate with low fuel to electricity
efficiency.

l Fuel flexibility, long maintenance
intervals, lightweight and compact
size.

l High cost.

l Respond quickly to change in power
demand and have low O&M costs.

l Inadequate thermal energy for industrial
applications.
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and solar radiation that can be naturally replenished [31]. The availability of

local renewable energy resources is an important factor for selecting the poten-

tial sites of renewable DER technologies based on the specifications of the

OEMs. The renewable DERs are viewed as environmentally friendly technol-

ogies because of no direct GHG emissions during their operations. Renewable

DERs can be connected to the grid or operate as a standalone system to serve

residential, industrial, and commercial loads. The utilization of renewable

DERs will reduce the number of people who are currently living without elec-

tricity around the world. Recent surveys carried out by theWorld Energy Coun-

cil have projected that the world power output from renewable DERs will

proliferate from 23% as it was in 2010 to approximately 34% in 2030 [32]. Sim-

ilarly, according to a renewables 2018 global status report, the global power

generation is classified as follows: nonrenewable energy (73.5%), wind

(5.6%), hydropower (16.4%), bio-power (2.2%), PV (1.9%), and geothermal,

concentrated solar power and ocean (0.4%) [33]. This statistical record has

shown that about 24.5% of the energy utilized globally comes from renewable

DERs. Moreover, DERs are projected to contribute 47.7% of the global power

supply by 2040 [34].

2.5.1 PV System

The PV system comprises of numerous panels that are connected in series or

parallel to generate the required power demanded in view of the voltage and

current ratings specified by their respective manufacturers [24]. The PV system

is a potential alternative to the conventional power system because of the envi-

ronmentally friendly nature of solar resources [35]. The configurations of the

PV system depend on the pattern of the usage, operational requirements, com-

ponent topologies, and the load requirements. The PV system is one of the most

rapidly growing DERs for power generation because it has emerged as a

potential alternative that addresses some of the public concerns over the oper-

ations of conventional generating units. It has several advantages over nonre-

newable DER technologies. The rapid increase in the PV system capacity in

the world is due to the high competitiveness of the system with other renew-

able and nonrenewable DER technologies, government policies to encourage

utilization of the PV systems for power generation, high demand of electric

energy, a limited supply of fossil fuels, rising prices of fossil fuels, and long

life span [9, 11, 36, 37].

The application of the PV system in the microgrid system is universally

accepted as a potential power source that can reduce over dependence on

the conventional generating units. The security of the power supply can be

improved since the fluctuation in the price of crude oil does not affect the

operation of a microgrid system that is integrated with a number of PV system.

The economic benefits of the PV system can be used to stabilize the optimal

operation of the traditional power system that has the PV units in the long run.
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The statistical data presented by a renewables 2018 global status report

(REN21) showed that the global installed capacity of the PV system at the

end of 2017 was approximately 402GW, and it has been projected to increase

to about 872GW by 2030 [33, 38].

2.5.1.1 Classifications of the PV System

The PV systems are classified by the utilities and customers based on their func-

tions, configuration of the components that constitute the system, operational

requirements, type of electrical load, and the mode of connecting the PV sys-

tems to other power sources. The PV systems are classified as standalone or

grid-connected power systems, as shown in Fig. 2.7. They are designed by

the utilities to operate independently or in parallel with the utility grid with

the application of the BSS and other DERs technologies. The PV systems

can produce both DC and AC power output based on the configuration of

the utilities and consumers.

2.5.1.2 Grid-Connected PV Systems

The grid-connected PV systems are designed by the utilities and consumers to

operate in conjunction with other DERs and the utility grid based on some ben-

efits. The grid-connected PV systems consist of the bi-directional inverter, PV

panels, battery system, smart meter, direct current (DC) bus system, and alter-

nating current (AC) bus, as shown in Fig. 2.8 with their respective functions. A

bi-directional interface is made between the PV system and the utility power

output with the application of an inverter. The bi-directional interface or fea-

tures introduced into the system allows the power generated by the PV panels

PV systems

Grid connected PV 
systems

Standalone  PV 
systems

Directly connected to 
the public grid

Connected to the 
public via house grid

Without battery storage 
systems

With battery storage 
systems

Hybrid PV systems

Without battery storage
systems

With battery storage 
systems

Direct coupled systems

DC standalone systems

AC standalone system

Appliances 

Small applications

With microturbines

With hydro turbines

With cogeneration

With diesel generator
and other sources

With fuel cell

With wind turbines

FIG. 2.7 Classification of PV systems.
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to supply the loads directly connected to the AC bus system and sends the excess

power to the grid whenever the power output of the PV system is more than the

power required by the consumers. The opposite occurs whenever the power

demand is more than the output of the PV system. Some safety features are

introduced into the grid-connected PV systems to prevent the system from

feeding the grid whenever the utility grid is down due to faults or under

maintenance [20].

2.5.1.3 Standalone PV Systems

The PV systems for standalone power application are designed by the customers

to supply both DC and AC electrical loads. They can be powered by the PV

panels and operate independently of the utility grid based on the specifications

of the utilities and customers [20]. The simplest type of the standalone PV sys-

tem that can power both AC and DC loads is presented in Fig. 2.9.

DC bus system AC bus system

PV array

Battery system

Bi-directional 
inverter 

Load

Smart meter
Power grid

FIG. 2.8 Grid-connected PV system.
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FIG. 2.9 Standalone PV system for AC and DC loads.
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2.5.1.4 Modeling of PV Systems

The power generated by the PV systems is a function of the solar irradiance,

ambient temperature, location of the sun in the sky, the conversion efficiency

of the PV panels, sizes of the PV panels, and other input parameters from a man-

ufacturer’s data sheet [39]. Calculation procedures about the operations of the

PV systems are discussed in this section. The rate at which the radiation energy

from the sun incidents on the Earth’s surface must be estimated as a prerequisite

to evaluate the performance of the PV system. This is crucial for the optimal

design and operation of a power system that utilizes the PV system for power

generation applications. The operation of the PV system can be analyzed by

monitoring the global radiation that is available on the Earth’s surface. This

is subject to the location of the site and the capacity of the PV system.

The global solar radiation incidents on a tilted plane is a combination of

beam radiation, reflected radiation, and diffuse radiation [40]. The actual per-

centage of each component of global radiation varies with respect to weather

conditions and location. Diffuse radiation is the solar radiation that is absorbed,

scattered, or reflected by water vapor, dust particles or pollution when passing

through the atmosphere. The amount of diffuse radiation is directly proportional

to the quantity of the pollution in the atmosphere. The percentage of diffuse

radiation also increases during the winter period. Beam solar radiation is the

radiation that is obtained from the sun without being scattered by the climate.

It is the radiation that is received from the sunrays that travel in a straight line

from the sun to the Earth. It accounts for 70%–80% of the global radiation dur-

ing the summer period and in the sunny regions of the world. The reflected solar

radiation is the component of radiation that is reflected from surfaces, hills,

trees, houses, and water bodies other than air particles. The reflected radiation

generally accounts for a small percentage in the global radiation, but can con-

tribute as much as 15% in snowy regions.

The amount of solar radiation incidents on the PV panel is strongly affected

by the installation angle, hour angle, tilt of the PV panel, PV azimuth angle,

location of the PV panel based on the latitude, hourly global solar radiation,

and the diffusion fraction of the solar irradiation. The performance of the PV

system can be assessed by estimating the hourly radiation on a tilted surface

or horizontal surface. The solar irradiation incident (Ipv) on the PV array on

an hourly basis is represented in Eq. (2.6) as follows [41]:

Ipv ¼ I + Idð ÞRb + Id (2.6)

where Rb is a geometric factor that denotes the ratio of the beam irradiance inci-

dent on a tilted plane to that on a horizontal plane at time t, Ig is the global solar
radiation incidents on a tilted plane (kWh/m2), Ib is a mixture of beam radiation

(kWh/m2), Ir is a reflected radiation (kWh/m2), and Id is a diffuse radiation

(kWh/m2) [42].
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The efficiency of the PV module can be expressed as follows [43]:

ηpv ¼ ηR 1�0:9β
Ipv

Ipv,NT

� �
TC,NT �TA,NTð Þ�β Ta�Trð Þ

� �
(2.7)

where ηR is the efficiency of the PV module that is measured at a reference tem-

perature (Tr), β is the temperature coefficient for cell efficiency (typically

0.0004–0.0005/°C), Ipv, NT is the average solar irradiation incident on PV array

at NT test conditions per hour, TC, NT (typically 45°C) is the cell temperature at

NT test conditions, TA, NT (20°C) is the ambient temperature at NT test condi-

tions, Tr is typically 20°C under standard test conditions, Ta is the ambient tem-

perature, and NT is the nominal operating cell temperature.

The power output of PV system can be estimated using the following

expression [44]:

Ppv ¼ ηpv�Apv� Ipv (2.8)

where Ppv is the output power of the PV system (kW), Apv is the surface area of

the PV system (m2), ηpv is the efficiency of the PV module, and Ipv is the solar
irradiation incident on the PV array (kWh/m2).

2.5.1.5 Advantages and Disadvantages of the PV Systems

The PV system is an electricity production resource that is directly connected to

a local distribution system or connected to a host facility within the local dis-

tribution system [45]. The technological advancements, climate change poli-

cies, and increasing consumers’ loads have increased the prospect of the PV

system in the grid-connected and standalone power system. The PV system pre-

sents the opportunities to optimize overall system investments and provide a

range of grid services. The benefits derived from the provision of a reliable

power supply and explore opportunities to incorporate the PV system into

electricity markets are numerous. The advantages and disadvantages of the

PV system are presented in Table 2.7.

2.5.2 Wind System

The wind turbine generator (WTG) converts mechanical energy to electrical

energy for various applications. A large number of the WTG units are used

for production of domestic power supply and the excess power is fed into

the utility grid. The WTG units have become significant sources of renewable

energy that are used on the global note as a strategy to reduce overreliance on

fossil fuels and GHG emissions. The arrays of the WTG units can be connected

to the grid or operate autonomously as a standalone system. These have encour-

aged the incorporation of the WTG units into the utility electric grid [46].
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The global installed capacity of the wind system was estimated to be 539GW at

the end of 2017 [33]. The global installed capacity of the wind power capacity

has been anticipated to increase to approximately 2000GW by 2030. This indi-

cates that the wind system has been projected to supply between 16.7% and

18.8% of the global electric power by 2030 [47]. In addition to this, the green-

house gas emissions are expected to be reduced by over 3 billion tons by 2030

with the application of the wind system [47].

2.5.2.1 Modeling of the WTG

The output power of the wind system is a function of the swept area of the rotor,

efficiency of the wind turbine, characteristics of the wind system and aero-

turbine performance [48]. Similarly, the intermittent changes in the wind speed

with height affect the design of WTGs and evaluation of wind resources [27].

Consequently, a model of the wind speed based on the change with elevation is

essential for the wind system assessment. The power generated by the WTG

depends on the wind speed at the hub height and the operating characteristic

of the wind speed. The output power of theWTG can be calculated by changing

TABLE 2.7 Advantages and Disadvantages of the PV Systems

Advantages Disadvantages

l The electricity generated is clean
without noise pollution.

l The power output of PV system is
solar resources dependent.

l No fuel and reduced the cost of energy. l The PV systems are fragile and can
easily damage.

l No direct GHG emissions and
environmentally friendly.

l The efficiency of the PV system is
relatively low.

l The unused space on rooftops of
existing buildings can be utilized for
installation of PV system.

l Not reliable owing to intermittency
and unpredictability of solar
resources.

l Low O&M costs and no mechanically
moving parts.

l Needs additional components to
convert DC voltage to AC voltage.

l The PV system can be constructed to
any size based on the power
requirements of the consumers.

l Requires a lot of space.

l Provide an effective solution to energy
demand during peak periods.

l The ESS that is used to smooth out the
effect of solar resources
intermittency is expensive.

l Economically viable and
environmental sustainability.

l Utilization of toxic chemicals during
the production of the PV panels.
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the measured wind speeds obtained at the site to corresponding values at the hub

height, as presented in Eq. (2.9). The wind speed at a hub height can be esti-

mated as follows [49, 50]:

v¼ vr
Hhub

Hr

� �α

(2.9)

where v is the wind speed at the hub height (Hhub), vr is the wind speed at ref-

erence height (Hr), and α is the power law exponent that signifies the ground

surface friction co-efficient. The value of α varies with respect to the elevation,

characteristics of the topography, wind speed, time, and season. The value of α
is usually between 0.14 and 0.25, and it is normally 1/7 in a situation when there

is no specific wind data for the site.

The relationship between the power output of the WTG and wind speed can

be expressed as follows [51, 52]:

Pwtg v tð Þð Þ¼
0 v tð Þ< vci
a� vk�b�Pr vci � v tð Þ� vr
Pr vr � v tð Þ� vco
0 v tð Þ> vco

8>><
>>:

(2.10)

where a¼ Pr

vkr�vk
vcið Þ, b¼

vkci
vkr�vk

cið Þ and k is the Weibull shape parameter.

The formula for estimation of the power output of the WTG is expressed as

follows [53]:

Pwind ¼ 1

2
ρAv3Cpηgηb (2.11)

where ρ is the air density, v is the wind speed, ηg is the generator efficiency, ηb is
the gear/bearing efficiency, A is the turbine rotor swept area, and Cp is the coef-

ficient performance.

2.5.2.2 Advantages and Disadvantages of the WTG System

The WTG system supports a select number of rural electrification projects that

are strategically located and potentially paired with other distributed energy

resources and smart-grid technologies. The wind system also supports grid

modernization and net metering policies and support grid interoperability that

is aligned with market renewal. The operation of the WTG system is subject to

the availability and intensity of the wind resource. The advantages and disad-

vantages of the WTG system are presented in Table 2.8.

2.5.2.3 Types of the Wind Turbines

The wind turbines consist of horizontal axis wind turbine (HAWT) and vertical

axis wind turbine (VAWT) that are universally utilized for various applications.
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A commonly use HAWT is designed by the manufacturers in such a way that its

blades is rotating on an axis parallel to the ground. On the other hand, a VAWT

has its blades rotating on the axis that is perpendicular to the ground. The

HAWTs and VAWTs can be used to meet the universal power demand since

wind resources are readily available with the capability of generating enough

power for the global population.

2.5.2.4 Horizontal Axis Wind Turbines

The generally utilized type of wind turbine is HAWT that consists of a rotor, tail,

generator, and a frame upon which the rotor stands to produce power. The com-

ponents of the HAWT are mounted on top of a tall tower since the blades of

HAWT require a high-speed air to rotate effectively. The HAWT can be utilized

in the areaswhere thewind factor is high since it is able towithstand strong forces.

The shaft has a gear that rotates the generator when the wind hits the blade of the

turbine. Due to this, the HAWT generates electrical power that will be sent to the

grid or consumes locally with the application of a standalone power system. The

HAWT is also designed with the integration of some important components that

improve its efficiency. The nacelle, which has an anemometer, controller, and

wind vane, is purposely incorporated into a HAWT to monitor the wind speed

and wind direction. The HAWT is also designed with the incorporation of a

yaw motor that turns the nacelle as the wind changes direction. The HAWT

has a safety device that can slow down the shaft speed in a situation where there

TABLE 2.8 Advantages and Disadvantages of the WTG System

Advantages Disadvantages

l Robust and simple in nature. l Intermittency of speed affects its
operation.

l Durable with a lifetime of 20 years. l Requires ESS to smooth out the
effects of stochastic characteristic
of wind speed.

l Low cost of energy and O&M. l Wind speed is unpredictable.

l No GHG emissions.
l Increases energy security and job creation.

l Wind energy is not a reliable
source owing towind fluctuation.

l Renewable and sustainable and no fuel cost.

l Environmentally friendly and provides a
clean energy with no waste product.

l WTG has an unlimited and free renewable
resource to operate effectively.
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is a turbulent wind that can damage the turbine. This prevents the damage and

associated cost that is related to such extreme conditions.

2.5.2.5 Advantages and Disadvantages of Horizontal Axis Wind
Turbines

The operation of the HAWTs is a function of the availability and intensity of the

wind resource. Some basic advantages and disadvantages of HAWTs are pre-

sented in Table 2.9.

2.5.2.6 Vertical Axis Wind Turbines

The VAWT is designed to proliferate swept area and enhance power generation

capacity and as well as to maintain the intrinsic beauty of the original design. It

is designed with the incorporation of main motor shaft that is set to transverse

with the wind speed. The advancement in the design of the VAWT permits the

main components of the turbine to be located at its base. With this arrangement,

it is very easy to carry out maintenance on the turbine since the main compo-

nents such as generator and gearbox are located very close to the ground. This

will reduce the maintenance cost. In addition to this, the VAWT is designed in

such a way that it does not need to be pointed into the direction of the wind; as a

TABLE 2.9 Advantages and Disadvantages of HAWTs

Advantages Disadvantages

l The blades are mounted on to the side of
a HAWT to stabilize the wind turbine.

l Difficult to transport and local
opposition to aesthetics.

l Capable of reducing damage in a
situation where wind turbine is
subjected to extreme wind conditions.

l Difficulty in operating near ground
winds.

l The tall tower base permits access to
stronger wind in sites with wind shear.

l Difficult to install, it requires tall
cranes and skilled operators.

l The pitch of the blades is designed to be
changed based on the direction of the
wind.

l Difficult to carry out operation and
maintenance and required heavy
construction.

l The towers of the wind turbine can be
utilized to produce a higher power.

l It requires a massive tower base to
support the components of a HAWT.

l Most are self-starting and high efficiency. l The operation of a HAWT acts as an
interference to signals of various
telecom companies.

l Tall towers can be placed on rough
parcels of land or in offshore territories.

l It requires very weighty and costly
generator, gearbox, and blades.
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result of this, it does not require the wind-sensing and orientation mechanisms.

The wind turbines that have vertical axes are starting to becomemore popular as

a way for generating localized electricity particularly for new constructions.

The benefit of vertical axis turbines is that they can be placed much closer to

the ground and are ideal for rooftop arrays.

2.5.2.7 Advantages and Disadvantages of Vertical Axis Wind
Turbines

The operation of the VAWTs is subject to the availability and intensity of the

wind resource. Some basic advantages and disadvantages of VAWTs are pre-

sented in Table 2.10.

2.6 Battery Storage System

The intermittent natures of the local renewable energy resources coupled with

the need to have uninterrupted power supply at all times with minimal fuel and

emission costs has necessitated the incorporation of battery system into a stan-

dalone or grid-connected power system. The battery system is used in combi-

nation with the renewable DERs to reduce the effects of stochastic natures of the

local renewable energy resources in a microgrid system [54]. This will reduce

the effects of power fluctuation and improve the reliability of power supply. The

selection of appropriate battery storage technologies is based on the superior

TABLE 2.10 Advantages and Disadvantages of VAWTs

Advantages Disadvantages

l Easy to maintain and install as
compared to other wind turbine.

l The blades of VAWTs are always
spinning back into the wind and cause
dragging.

l Not directional and lower
construction cost.

l Operate in lower, more turbulent wind.

l VAWTs are designed to generate
electric power in any wind direction.

l VAWTs operate with a low starting
torque that require energy to start
turning.

l The supporting tower produces less
noise and low maintenance
downtime.

l The efficiency of VAWTs is very low
compared to HAWTS that has three
blades.

l Low production and transportation
costs as compared to HAWTs.

l The VAWTs are not efficient since they
need an initial push to operate.

l VAWTs do not need to be pointed to
the wind direction, and the
operations of VAWTs do not require
yaw drive and pitch mechanism.

l The VAWTs operate with a turbulent
vibration since the air that flows close
the ground creates turbulent flow.
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performance of one battery storage technology over another. The performance

of the battery system is a function of some parameters such as cost, ambient

temperature, environmental impacts, state of charge, duty cycle, voltage effects,

flexibility, rate of charging, energy density, and rate of discharging. The listed

factors can be used to determine the lifetime and the best choice of the battery

system. The battery system can be classified into several categories in light of

the response times, capacities, functions, technologies, and form of energy

stored in the system [55]. The battery system is classified into different catego-

ries, as presented in Fig. 2.10 and Table 2.11.

Battery 
storage 
system

Direct 
storage 

Indirect 
storage 

Electrically

Magnetically

Super- 
capacitors

SMES

Artificial 
reservoir

Natural 
reservoir

• Batteries
• Flywheels

• Heat
• Hydrogen
• Compressed air
• Pumped hydro

FIG. 2.10 Classifications of electric storage systems.

TABLE 2.10 Advantages and Disadvantages of VAWTs—cont’d

Advantages Disadvantages

l Easy to transport from one place to
another and more efficient in gusty
winds.

l The continuous vibration of the
mechanical part of VAWTs increases
wearing and tearing of the bearing. This
increases of maintenance costs.

l The operations of VAWTs do not pose
any risk to human and animals since
blades rotate at low speeds.

l They can create noise pollution.

l The VAWTs are suitable for locations
or sites with extreme or turbulent
wind speed.

l The VAWTs have greater surface
areas for energy capture.

Energizing Renewable Energy Systems Chapter 2 59



TABLE 2.11 Classification of Electric Storage Systems [9, 56–60]

Classes Technology

Available

Power

Rating

Power

Capital

Cost

($/kW)

Energy

Capital Cost

($/kWh)

Lifetime

(years) Efficiency %

Energy

Density

(Wh/kg)

Environmental

Impacts

Mechanical Pumped
hydroelectric
storage (PHS)

10–5000MW 600–2000 5–100 40–60 70–82 0.5–1.5 Negative

Compressed air
energy storage
(CAES)
underground

Up to
400MW

400–800 2–50 20–40 70–89 30–60 Negative

Flywheel energy
storage (FES)

Up to 250kW 250–350 350 15 93–95 10–30 Almost

Electrical Capacitors Up to 50kW 200–400 500–1000 5 60–65 0.05–5 Small

Super capacitors Up to 300kW 100–300 300–2000 10–30 90–97 2.5–15 Small

Superconducting
magnetic energy
storage (SMES)

10–100MW 200–300 1000–10,000 20+ 95–98 0.5–5 Benign



Thermochemical Solar fuels Up to 10MW 3–24 - 20–25 20–30 800–100,000 Small

Chemical Hydrogen storage
with fuel cells

0.3–50MW 1500–3000 3–23 5–15 33–42 800–10,000 Small

Thermal energy
storage (TES)

Aquiferous low
temperature TES
(AL-TES)

Up to 5MW 100–400 20–50 10–20 30–62 80–250 Small

Cryogenic energy
storage (CES)

100–300 kW 200–300 3–30 25+ 85–95 150–250 Small

Electrochemical:
conventional
rechargeable
batteries

Lead-acid Up to 20MW 300–600 200–302 5–15 70–90 30–50 Negative

NiCd Up to 40MW 500–1500 800–1500 10–20 60–73 50–75 Negative

NaS 5kW–8MW 1000–3000 300–500 10–15 75–90 150–240 Negative

ZEBRA Up to 300kW 150–300 100–200 10–20 86–88 100–120 Negative

Li-ion 1–100kW 1200–4000 600–2500 5–15 85–95 75–200 Negative

Electrochemical:
flow batteries,
energy storage
(FBES)

VRB 30kW–3MW 600–1500 150–1000 5–10 65–85 10–30 Negative

ZnBr 50kW–2MW 700–2500 150–1000 5–10 60–70 10–50 Negative

PSB 1–15MW 700–2500 150–1000 10–15 65–85 10–15 Negative



2.7 Conclusion

The technology development and concern about environmental effects have

made DERs emerge as the potential alternative to improve the efficiency of

power system. The potential of distributed energy technologies can be achieved

with the application of multiple resources thorough microgrid or hybrid sys-

tems. The microgrid system has some benefits such as improved reliability,

reduced transmission and distribution line losses, ancillary voltage support,

improved power system efficiency by utilizing waste heat from the exhaust

to generate thermal energy for many applications through combined heat and

power system, and reduced rate of power interruption and associated costs.

In this chapter, an overview of DERs has been introduced as a measure to exam-

ine the economic and environmental effects of fossil fuel-based conventional

generating units. The operation of conventional generating units can be limited

with the incorporation of renewableDERs into a power system in order to reduce

the amount of GHG emissions, improve the energy efficiency, reduce the

adverse effects of pollution on human health, and conserve natural resources.

Owing to the environmental effects of the conventional generating units as clar-

ified in this chapter, it is not ideal to depend on traditional power systems that

operate only with the fossil fuel-based generating units. In view of this, the best

option is to find the most suitable alternative that will reduce the adverse envi-

ronmental effects that are associated with the operation of traditional methods

but also meet the power demand at reduced operating costs. Due to the eco-

nomic, technical, and environmental benefits of renewable energy resources,

the utilization of renewable energy distributed energy technologies has been

proposed in this chapter as one of the promising solutions to solve the global

power crisis and environmental challenges as a result of GHG emissions. The

benefits of DERs can be maximized with their optimal integration into distribu-

tion systems. This will not only guarantee the best utilization of the resource, but

also minimize investment and operation costs. This chapter provided an assess-

ment of the state of the art of DER technologies and presented the challenges and

up-to-date developments of their applications in the power system.
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3.1 Introduction

Until now, the conventional power grid (CPG), which consists of various

power subsystems elements, such as energy sources, power transformers,

transmissions line, loads, etc., has continued to operate based on the old con-

cept of supply follows demand. Before, the electricity was generated at a cen-

tral plant, but nowmore energy provided by renewable energy sources, such as
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wind, solar, hydro, biomass, etc., is injected into the CPG. Although these

energy sources are intermittent and stochastic, it is possible to predict the gen-

erated power from these sources and manipulate other generation and demand

accordingly [1]. Therefore, a bigger storage system that can store the predicted

renewable power and restore it for demand to follow supply. In other words, it

is possible to switch from supply-follows-demand to demand-follows-supply

using the stored energy. However, effective management of power in CPG

infrastructures requires advanced sensing and communication technologies.

This requires the deployment of information and communication technology

(ICT) in CPG and informing the consumers in real-time about consumption

through their smart meters. According to [2], in the future SPG, millions of

customers will produce their own power in their houses, factories, schools,

electric vehicles, etc., and share it with the grid. Therefore, ICTwill transform

the power grid into an energy-sharing intergrid. This new philosophy is still in

the concept stage. It requires flexible operating strategies and innovative com-

ponents and equipment. To realize this concept, some countries such as Ger-

many [3] and the United Kingdom [4] are focused on smart metering, because

smart meters are the most relevant elements in SPG. According to [3], by 2032

more than 50 million meters in Germany are supposed to be electronic and

many of them smart. Currently, 90.5% of installed meters right now are elec-

tromechanically [4].Many research works are reported in the literature, where

authors have proposed new methodologies and advanced equipment that are

required to switch to the new concept of power grid, where smart metering

and ICT represent the major contribution in smart grid investigations [5–
11]. This is also confirmed in [12], where smart meters and management of

energy storage (ES) at the customer level are suggested as first investigations

in SPG.

3.2 Convectional Power Grid Versus Smart Power Grid

Generally, the CPG (as shown in Fig. 3.1) is characterized by four operations:

powergeneration, transmission, distribution, andcontrol [7–13].Powergeneration
is centralized andmost installedmeters are electromechanical.Gridmonitoring, as

well as its restoration, is manually operated. Communication occurs in one direc-

tion, and customers do not have many choices. As shown in Fig. 3.2 [15], new

functionalities and smart infrastructure are integrated to manage the power

smartly, and restore it automatically. Compared to the CPG, in the SPG, power

and information flowsare two-way.Furthermore, integrationof the storage system

at the distribution level helps to stabilize the grid by instantly compensating the

power in demand, aswell as the fluctuating behavior of renewable energy sources.

Integration of the smart metering, or as it is also called, the next generation

of the power measurement in the power grid, plays a key role in SPG. A differ-

ent electrical energy metering standard, as well the effect of harmonics on the

measured data, is given in [14]. The smart meter security issue and privacy as

well as all solutions are given in detail in [14, 16–18].
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3.3 Role and Application of Energy Storage in Smart Grid

As already indicated, the ES system plays a key role in the stability of the grid

by compensating for the intermittency and variability of RESs. According to

[19–21], ES can provide many services at different levels in a power grid.

The services and benefits are classified into five categories, as presented in

Power
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Generators
transformer

Transmission lines
Distribution lines

Residential users

Commercial users

Industrial users
Distribution
transformer

FIG. 3.1 Simplified scheme of the conventional power grid.
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FIG. 3.2 Simplified scheme of future smart grid [14].
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Table 3.1 [22]: (1) bulk energy; (2) ancillary; (3) transmission; (4) distribution;

and (5) energy management services. As we know that ES requires information

from an SPG to achieve its complete potential, so collecting data in real time

using smart meters such as generating power from RESs, power demand, price

of energy, power quality, etc. are encouraged to integrate the ESS technologies

at different levels of the power grid as is detailed in Fig. 3.2. Regarding the bulk

energy services, ESS stores bulk energy and uses it during peak demand to arbi-

trage the production price. It can satisfy the peak demand and compensate the

intermittency of the generated power from RESs. For ancillary services, the

ESSs regulate the system by balance the power between the generation and load

during transition and peak demand, and for transmission service, ESS acts on

the system stability by providing power to prevent discharging of devices dur-

ing peak hours [23]. With regard to distribution services, ESS can regulate the

voltage and frequency during the islanding mode and balance the power

between the local generation and demand. Furthermore, ESS installed at cus-

tomers level can easily use for peak shaving.

In this chapter, a detailed study of energy storage technology in microgrid

based on solar photovoltaic systems for smart grid application is detailed.

Advanced control strategies to control the battery ESS (BESS), achieve maxi-

mum power point tracking, regulate constant the frequency as well as the volt-

age, and improve the power quality at the point common of coupling are

presented. The proposed configuration operates in grid connected and

islanding modes.

TABLE 3.1 ESS Services in Power Grid [19]

Category Description

Bulk energy service l Arbitrage
l Reserve capacity
l Compensate the fluctuation power provided from RESs

Ancillary service l Maintain the system frequency constant
l Operating reserve

Transmission
service

l Upgrade delay
l Congestion relief

Distribution
service

l Upgrade delay
l Maintain the voltage constant
l Outage mitigation

User-end service l Power quality improvement
l Balance the instantaneously power demand
l Peak shaving
l Regulate the voltage and frequency in islanding mode
operation
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3.4 Application

Fig. 3.1 shows the proposed microgrid configuration based on solar photovol-

taic systems and BESS dedicated to smart house applications in smart grids.

Using this configuration, wind turbine and diesel engine-based variable speed

generators, as well as battery chargers for electrical vehicles, can easily be con-

nected to the DC bus. The same three-phase inverter with the proposed control

strategies can be used. The proposed configuration operates in connected and

islanding modes. In connected mode, the solar photovoltaic system provides

a clean and stable power to the connected load. It charges the BESS and injects

a clean power into grid during peak hour demand. In islanding mode, the solar

photovoltaic system supplies the load. In both modes, BESS balance the power

in the system, compensate for the fluctuation of generated power from the solar

photovoltaic system, and support it in islanding mode by supplying the load

together.

3.5 Control System

In this section, the developed control strategies for DC-DC buck boost power

converter and three-phase inverter are presented.

3.5.1 Control of the DC-DC Buck Boost Converter

The ESS, which represents the lead acid battery pack as shown in Fig. 3.3, is

connected to the common DC bus through a DC-DC buck boost converter. It

is controlled using sliding mode control with boundary layer to achieve high

performance from the solar photovoltaic system, compensate for the fluctuation

of the generated power, balance the power in the system during transition, and

when system operate in islanding mode [24].
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FIG. 3.3 Microgrid configuration based on solar photovoltaic system and BESS.
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3.5.2 Mathematical Model of the DC-DC Power Converter

As presented in Fig. 3.1, the DC-DC power converter consists of battery voltage

(Vbat) controlled switches (S8 and S9), inductor (Lb), output DC voltage (Vdc),

and a capacitor (Cdc). The state-space equations of the DC converter when the

switch is ON are described as follows:

dibat
dt

¼Vbat

Lb
dVdc

dt
¼� Vdc

RCdc

8><
>: (3.1)

where R is load resistance.

If the switch is OFF, the state-space equations are written as follows:

dibat
dt

¼Vdc

Lb
dVdc

dt
¼� ibat

Cdc
� Vdc

RCdc

8><
>: (3.2)

Replacing, x1 by ibat, and x2 by Vdc, then; _x1 ¼ dibat
dt , _x2 ¼ dVdc

dt . The state-space

equations, which are expressed in Eqs. (3.1) and (3.2), are expressed as follows:

_x1 ¼A1x+B1u
Vdc ¼C1x

�
(3.3)

where A1 ¼
0 0

0 � 1

RCdc

" #
,B1 ¼

1

Lb
0

" #
,C1 ¼ 0 1½ �, and u¼vbat.

_x2 ¼A2x+B2u
Vdc ¼C2x

�
(3.4)

where A2 ¼
0

1

Lb

� 1

Cdc
� 1

RCdc

2
64

3
75,B1 ¼ 0

0

� �
,C1 ¼ 0 1½ �, and u¼vbat.

Using Eqs. (3.3) and (3.4), one can obtain the average state-space equation

of the DC-DC power converter as follows:

_x tð Þ¼Ax tð Þ+Bu tð Þ
Vdc ¼Cx tð Þ

�
(3.5)

where A¼
0

1�d

Lb

�1�d

Cdc
� 1

RCdc

2
64

3
75,B¼

d

Lb
0

" #
vbat,andC¼ 0 1½ � .
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3.5.3 Sliding Mode Control for the DC-DC Power Converter

The scheme of the developed control strategy of the DC-DC power converter is

presented in Fig. 3.4. The model of the DC-DC power converter as given in

Eq. (3.6) is nonlinear. Therefore, to realize high dynamic performance during

transition, and when the system operates in islanding mode with optimal accu-

racy regulation and robust trajectory tracking in presence of uncertain param-

eters, a sliding mode control approach is proposed. The control design of the

general control (d) for the DC-DC power converter is obtained as follows:

3.5.4 Selection of the Sliding Surface

The sliding surface (σ) as expressed in Eq. (3.6) is selected to ensure reaching

of the surface with the desired dynamics of the corresponding sliding motion

[25, 26]:

σ¼ β1 x1� x∗1
� �

+ β2 x2� x∗2
� �

(3.6)

where β1 and β2 denote the sliding gains, and they should be positive.

x∗1 and x∗2 are the battery current and DC-link voltage references, respec-

tively. The value of the DC-link voltage reference is equal to output PV voltage

(VPV), which is selected equal to 350V. As shown in Fig. 3.5, VPV corresponds

FIG. 3.4 Control of the DC-DC power converter.
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FIG. 3.5 PPV¼ f(VPV) with fixed temperature and solar irradiation change.
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to the maximum extracted power from the solar photovoltaic system for differ-

ent solar irradiations. Therefore, by controlling the DC-link voltage, one can

obtain the maximum of power without using any MPPT technique.

3.5.5 Equivalent Control

The structure of the desired control (d) is written as follows [24]:

d¼ deq + dn (3.7)

where dn denotes the nonlinear control and deq is the equivalent control, which is
obtained using Eqs. (3.5) and (3.6), and by setting the derivative of Eq. (3.6) to

zero as follows:

_σ ¼ 0 (3.8)

Replacing _x1 and _x2 with their equality, the following expression is

obtained:

deq ¼ x2 β1RCdc�β2Lbð Þ�β2RLbx1
β2RLbx1 + β1RCdc x2�Vbatð Þ (3.9)

3.5.6 Stability Analysis

The objective of the approach using sliding mode control is to guarantee the

convergence of the operating points. To ensure the stability of the control,

the Lyapunov stability function is used. According to Lyapunov’s theorem, a

nonlinear time variant system is globally and uniformly stable if it satisfies

the following conditions [27, 28]:

V 0ð Þ¼ 0

V Xð Þ> 0

V _X
� �

< 0

ThenX¼ 0 isasymptoticallystable

8>><
>>:

(3.10)

For the DC-DC power converter, the Lyapunov function is defined as fol-

lows [24]:

V¼ 1

2
σ2 (3.11)

The system is considered asymptotically stable as detailed in Eq. (3.10); the

derivative of Eq. (3.11) should be negative:

V
� ¼ σ _σ < 0 (3.12)

Replacing Eqs. (3.6) and (3.8) in Eq. (3.12), one obtains the following

expression:

V
� ¼ σ _σ ¼ β1 x1� x∗1

� �
+ β2 x2� x∗2

� �� �
β1 _x1 + β2 _x2ð Þ< 0 (3.13)
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where x∗1 and x∗2 denote the references of the battery current, which

represents the output of the PI controller with antiwindup for DC link voltage

regulator and DC link voltage, respectively. The DC link voltage is equal to

350V.

Replacing terms _x1, _x2, x1, x2, and d by their equalities in Eq. (3.12) gives:

V
� ¼ σ _σ ¼�

V2
dcβ

2
2

RCdc

� �
+

i2batVbatβ2β1
Vdc

� �
+

V2
batβ2β1
Lb

� �
+

Vbatβ2β1
Lb

x∗2

� �

+
Vdcibatβ2β1

RCdc

� �
+ Vdcibatβ

2
2x

∗
1

� �
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77777775
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(3.14)

Replacing the parameters Lb, Cdc, Vbat, and Vdc, as well as the optimal gains

of the sliding mode control β1 and β2 by their value given in [24], the first term
with negative sign in Eq. (3.14) is larger than the second term. This leads to the

condition given in Eq. (3.13) being satisfied, which confirms that the system is

asymptotically stable.

To ensure the robustness, the second of the desired control dn, which repre-

sents the discontinuous control, is written as follows [35–37]:

dn ¼ β3sat σ, Øð Þ (3.15)

where β3 is positive control gain.
To reduce the chattering of the control signal, the saturation function with

boundary conditions is defined:

sat σ, Øð Þ
1 σ>Ø

σ

Ø
σj j �Ø

�1 σ<�Ø

8>><
>>:

(3.16)

whereΦ denotes the sliding layer, which is selected between 0.5 and�0.5 [24].

The optimal gains (β1, β2, and β3) of the sliding mode control are selected

equal to β1¼0.001, β2¼0.8, and β3¼5, respectively. It can be observed in

Fig. 3.6C that based on the optimal values of β1, β2, and β3, the signal reaches
the origin rapidly.
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3.5.7 Control of the Three-Phase Inverter

A three-phase inverter (VSI) is operated to control the voltage and its frequency,

balancing and leveling of loads, and harmonics mitigation at PCC. To maintain

constant frequency, the VSI is forced to operate at desired frequency. For the

voltage and frequency control at PCC in the presence of perturbations and non-

linear load, proportional resonant (AWPRC) and proportional integral (AWPI)

controllers with antiwindup are suggested to avoid the saturation phenomenon.

As shown in Fig. 3.7, two different control approaches are combined to achieve

all desired tasks simultaneously when the system is operating in grid and island-

ingmodes. A remote-controlled switch selector is used to select the right control

based on the information received from the data center using smart meters. To

simplify the study, one supposes that condition to select the right control is

based on the source current. Therefore, if the source current is equal to zero,

the selector selects d1abc, otherwise d2abc stays selected.

(A) (B) (C)
FIG. 3.6 Diagram of _x1 ¼ f x1ð Þ with: (A) β1¼0.001, β2¼0.8, and β3¼0.05; (B) β1¼0.01,

β2¼0.8; and β3¼0.09; and (C) β1¼0.001, β2¼0.8, and β3¼5.
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Regarding the duty cycles (d1abc) of the first level of developed control strat-
egy shown in Fig. 3.7, these are obtained using PCC voltages as follows:

v∗a ¼Vp sin ωstð Þ
v∗b ¼Vp sin ωst�2π=3ð Þ
v∗c ¼Vp sin ωst + 2π=3ð Þ

8<
: (3.17)

where Vp denotes peak of phase voltage andωs represents the angular frequency

as follows:

ωs ¼ 2πfs (3.18)

where fs is the system frequency.

The inverter references currents (iinv abcð Þ∗) are obtained by adding the out-

puts of outer loops, which represent the RC passive filter references currents

(iL abcð Þ), which the measured load currents (iL(abc)) as:

iinv abcð Þ∗ ¼ i∗C abcð Þ+ iL abcð Þ
(3.19)

The obtained inverter references currents are compared with sensed mea-

sured inverter currents (iinv(abc)). The errors are fed to AWPRC and the outputs,

which represent the control signals (d1a, d1b and d1c), are fed to PWM generator

to obtain pulses for the three-phase VSI.

Regarding the duty cycles (d2abc) of the second level of the developed con-

trol strategy shown in Fig. 3.7, a phased locked loop (PLL) is required to esti-

mate the frequency and to synchronize the three-phase VSI with PCC.

The reactive component of the load current is subtracted from the output of

the AWPI voltage regulator. The active and reactive components of source cur-

rents are estimated using Park’s transformation. Sensed three-phase load and

VSC currents are converted to d-q-equivalent. The errors between load and

d-q axis VSI currents (iqinv and idinv) are fed to AWPI current controllers (dd
and dq) as detailed in Eq. (3.8). Inverse Park transformation is used to obtain

the duty cycle (d2abc), which is fed to PWM to generate the switching gate

pulses for VSI.

dd ¼�ud + vd + Lfωsiqinv
Vdc

dd ¼�uq + vq�Lfωsidinv
Vdc

8><
>: (3.20)

where udq, vdq, iinvdq, Lf, and Vdc denote the AWPI output current controllers in

d-q axis, PCC voltages, output VSI currents, output VSI inductor, and DC link

voltage, respectively.
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3.6 Results and Discussion

Tests of the proposed microgrid configuration based on the solar photovoltaic

system and BESS for smart houses in SPG shown in Fig. 3.3 and their developed

control strategies presented in Figs. 3.4 and 3.7 are presented in this session.

Three different seniors are tested using Matlab/Simulink. Furthermore, the

behavior of the BESS during transition is experimentally validated. In the sim-

ulation tests, grid-connected operation mode as well as islanding mode are

tested. In addition, the transition between the both modes is also tested. For

all tests, systems supplying a balanced nonlinear load and the solar radiations

vary. In order to simplify the tests, the state of the source current (is) is used as

information to select the right control.

3.6.1 Performance Under Presence of Nonlinear Load and Solar
Irradiation Change When System Is Operating in Grid-
Connected Mode

In Fig. 3.8, the waveforms of the grid voltage (vsa) and current (isa), load current
(iLa), inverter current (iinva) of phase “a,” DC-link voltage and its reference (Vdc

and Vdcref), battery current and it reference (ib and ibref), and the output solar

photovoltaic current (ipv) are presented. It can be observed that all end-user ser-
vices, which are indicated in Table 3.1, are satisfied.

Itmaybeobserved that the sourcecurrent isbalancedand sinusoidal in thepres-

ence of nonlinear load. The DC-link voltage is well regulated; it follows the out

solar photovoltaic voltage when solar irradiation changes. The BESS balance

the power in the system, and one may observe that BESS is charging in this mode

of operation, the battery current follows its reference, and the solar photovoltaic

current varies with variation of the solar photovoltaic system, which confirms

the robustness of the proposed control strategies for both power converters.

In Fig. 3.9, the zoomed waveforms of Fig. 3.8 between t ¼0.4 s and t¼0.6s

are presented. It is observed that the output filter current contains the fundamen-

tal; this is because of the source current, which is used to charge the BESS. The

source current is sinusoidally balanced.

3.6.2 Performance Under Presence of Nonlinear Load and Solar
Irradiation Change When System Is Operating in Islanding Mode

In Fig. 3.10, the waveforms of the load voltage (vLa) and source current

(isa), load current (iLa), inverter current (iinva) of phase “a,” DC-link voltage

and its reference (Vdc and Vdcref), battery current and it reference (ib and ibref),
and the output solar photovoltaic current (ipv) are presented.

78 Pathways to a Smarter Power System



Seeing that the source current is equal to zero, the second level of control

is selected. One observes that the source current is equal to zero, and the load

is supplied locally using the generated power from the solar photovoltaic

system and from BESS. It is observed in this operation mode that the

battery current is with positive sign that is mean that BESS. As was detailed

earlier, the proposed control strategy for VSI in this mode of operation regulates

the load voltage and provides power to the connected load. It can be seen that

the PCC voltage is regulated and sinusoidal in the presence of nonlinear load. In

addition, the load is supplied continuously.
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FIG. 3.8 Dynamic performance under presence of nonlinear load and solar irradiation change

when system is operating in grid connected mode.
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In Fig. 3.11, the zoomedwaveforms of Fig. 3.10 between t¼0.4s and t¼0.6s

are presented. Onemay observe that the PCC voltage is well regulated at its rated

value and is sinusoidal. It can clearly be seen that the BESS balance power in the

system by helping the solar photovoltaic system to supply the connected load.

3.6.3 Performance Under Presence of Nonlinear Load and Solar
Irradiation Change When System Switch From Grid-Connected Mode
to Islanding Mode

In Fig. 3.12, the waveforms of the load voltage (vLa) and source current (isa),
load current (iLa), inverter current (iinva) of phase “a,” DC-link voltage and

its reference (Vdc and Vdcref), battery current and it reference (ib and ibref),
and the output solar photovoltaic current (ipv) are presented.
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FIG. 3.9 Zoomed waveforms of Fig. 3.8 between t ¼0.4s and t ¼0.6s.
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It can be seen that the PCC voltage is kept constant and sinusoidal, and

the system switches from grid-connected mode to the islanding mode easily

without any saturation of the controllers and without large peak current in

transition. It can also be observed that power quality is improved in both

modes. The source current is balanced and sinusoidal in grid-connectedmode

and the PCC voltage is sinusoidal and well regulated in islanding mode. One

can see clearly that the BESS plays a key role in both modes and during

transition.

In Fig. 3.13, the zoomed waveforms of Fig. 3.12 between t¼0.1s and

t¼0.25s are presented. It can be seen that the PCC voltage is well regulated

during transition between both operation modes and when the system is oper-

ating in islanding mode. The load is supplied without any perturbation during

transition and in islanding mode, which confirms the necessity of the storage

element in this kind of application.
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FIG. 3.10 Dynamic performance under presence of nonlinear load and solar irradiation change

when system is operating in islanding mode.
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3.6.4 BESS Performance Testing Under Load Variation in the Grid-
Connected Mode

The waveforms of DC-link voltage (Vdc), battery current (ib), load current (iLa),
and inverter current (iinva) are shown in Fig. 3.14A and B. One can see clearly

that Vdc is well regulated and is kept constant during transition at t ¼0.4s and

t ¼0.8s in Fig. 3.14A, and at t ¼0.3s, and t ¼0.8s in Fig. 3.14B. It may be

observed that the (ib) varies with variation of the load to balance the power

between generation and load, which confirms the necessity of BESS in this type

of application.
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FIG. 3.11 Zoomed waveforms of Fig. 3.10 between t ¼0.4s and t ¼0.6s.
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3.7 Conclusion

In this chapter, BESS for microgrid configuration based on solar photovoltaic

systems in smart grid application was studied. The role and application of BESS

by the end-user, as well as policy and recommendations, are given in detail.

Control strategies to achieve high performance from the solar photovoltaic sys-

tem and to take maximum advantage of BESS using such PCC voltage and fre-

quency regulation, balance of power, and power quality are validated. The

obtained simulation as well as experimental results show satisfactory perfor-

mance in the presence of severe conditions. It has been proven that with the help

of BESS, it is possible to switch from connected grid to islanding mode without

any issue.
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João F. Martins*, Anabela Gonçalves Pronto*, Vasco Delgado-Gomes*
and Mihai Sanduleac†
*Faculty of Sciences and Technology, Universidade NOVA de Lisboa, CTS-UNINOVA, Lisbon,

Portugal, †Faculty of Power Engineering, Polytechnic University of Bucharest, Bucharest,

Romania

Chapter Outline

4.1 Introduction 89

4.2 Advanced Metering

Infrastructure (AMI) 93

4.2.1 Advantages of AMI 94

4.2.2 Issues and Drawbacks

of AMI 94

4.3 Unbundled Smart

Meter 95

4.3.1 Why Smart Meters are

so Important in a Smart

Grid Paradigm and

Why They Need a

New Architecture 95

4.3.2 Unbundled Smart Meter

Architecture 96

4.3.3 Communications 99

4.3.4 Compatibility With

Smart Grid 99

4.3.5 Data Security

in USM 100

4.3.6 Local data Processing—

Obtaining Derived Data

From USM Basic Data 104

4.3.7 Running Local Agents

to Support Specific

Functionalities 104

4.3.8 Coordinating Local

Resiliency and Immunity 105

4.3.9 Accommodating and

Sharing Data Models

as a Multicultural

Environment 105

4.4 USM Deployment 106

4.4.1 NOBELGRID 106

4.4.2 SUCCESS 107

4.4.3 NRG5 107

4.4.4 STORAGE4GRID 107

4.5 Conclusions and Remarks 108

References 113

Further Reading 113

4.1 Introduction

The past 50years have been dominated by the so-called communication revo-

lution. The upcoming years are expected to contemplate what we might call the

electric power and energy systems revolution. Concepts such as smart grid,

intelligent energy networks, and the “internet of energy” are already in our lex-

icon. Our modern economy is energy driven, with electricity being the major
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future energy vector among worldwide end-uses of energy. According to the

International Energy Agency, electricity will make up 40% of the rise in final

consumption by 2040; this corresponds to the same share of growth experienced

by oil within the past 25years [1]. This is mainly due to industrial electric motor

systems, which will account for one-third of the increase in power demand, and

increasing household cooling systems and electrical appliances (with a rising

share of the so-called “smart” connected devices) as a consequence of expected

rising incomes.

Nevertheless, regarding the expected future for electric grids, metering has

always been a key component in the electricity markets: wherever there is a ser-

vice, there is the need to measure it. The first known meter dates from 1872.

Samuel Gardiner patented a meter that counted the time in which energy was

supplied to a set of lamps. This meter became obsolete when lighting circuits

became subdivided. Thomas Edison patented his first meter, based on the elec-

trochemical effect of the DC current, in 1881. An initially measured strip of

copper, which was decomposed due to the passing current, was measured again

later on, with the difference being equivalent to the amount of consumed elec-

tricity. These types of meters were still in use by the end of the 19th century.

Afterwards, many types of electric meters were developed. Elihu Thomson

developed a motor-based DC meter for General Electric in 1889, which had

a voltage-excited rotor and a current-excited stator. With the development of

AC systems, new meters were needed. In 1889, Ganz employee Otto Titusz

Bláthy patented an electric meter for alternating currents, which weighed

23kg. These induction meters, based on the principles of the Bláthy meter,

are still manufactured today in large quantities due to their excellent reliability

and low price. In the second half of the 20th century, electronic meters and

remote metering were introduced into the measuring market.

A traditional electric grid is a system that provides the power needed by a set

of consumers, whether residential, industrial, or commercial. This electric grid

is composed by a set of electric power generators, transmission lines, trans-

formers, and substations. Today’s electric grid has become aged in most coun-

tries and is thus not suited for future challenges [2]. After the climate change

agreement at the Paris UN Climate Change Conference, held in Paris, France,

from 30 November to 12 December 2015, there was a clear understanding about

the actual need of changing the electric grid paradigm [3]. Three major drivers

were behind this change:

1) the need to reduce carbon emissions;

2) the decentralization of electrica1 power and energy production; and

3) the electrification of transport.

The so-called smart grid, as an intelligent electric power infrastructure, has

arisen to overcome these challenges. The Energy Independence and Security

Act of 2007 was approved by the US Congress in January 2007, and set out

one of the first definitions of smart grid [4]. Through proper use of new
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technologies, the smart grid should become more reliable, secure, flexible, effi-

cient, and sustainable [5]. The smart grid is opposed to the traditional electric

grid in several ways. The traditional grid is based mainly on electromechanical

devices, while the smart grid encompasses information and communication

technologies along with electronic power devices. The traditional grid considers

a centralized production system where the production units produce the power

that will delivered to the end-users. Smart grids rely on distributed generation,

based mainly on renewables. The traditional grid is based on a hierarchical

structure while smart grids are networked by nature. The smart grid considers

the existence of a huge number of sensors; these are not considered in the tra-

ditional grid paradigm.

Among these sensors, it is crucial to consider an advanced metering infra-

structure (AMI) based on smart meters [6]. Smart meters are expected to play a

key role in the transition from a traditional grid to a smart grid, and they will

need to respond to tough challenges [7]. A traditional smart meter can be

described as an advanced meter device able electronically to identify and mea-

sure energy consumption, and to communicate this information. Making use of

bidirectional data communication capabilities, traditional smart meters are also

able to collect a huge amount of information regarding end-user electricity con-

sumption, when high reporting rates are selected. Based on this, in addition to

metering, they can execute local or remotely received commands for home

devices and appliances. While traditional meters are based on manual data col-

lection and billing and electronic/digital meters allow remote communication of

indexes, smart meters establish a communication with the utility, allowing auto-

matic billing. Fig. 4.1 presents a basic smart meter architecture. In addition to

FIG. 4.1 Smart meter architecture.
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the mandatory voltage and current sensors, an analog-digital-converter sends

data to the processor control unit, which coordinates data storage, user interface,

and communications. (See Fig. 4.2.)

Smart meters present a huge amount of distinct functionalities, providing

benefits for both end-users and power service providers. It is important to note

that there was no dramatic change from traditional meters to smart meters,

because the smart meter development is still a work in progress. It has come

a long way from traditional meters, where the first generation of electronic

meters with remote reading were only able to provide one-way communication

to the power service providers. Nowadays, smart meters can provide a wide

variety of functionalities, such as: automatic bidirectional metering and billing;

two-way communication and AMI infrastructure; demand response; outage

detection and restoration services; distributed control; data storage; fault detec-

tion and diagnosis; end-to-end communication; digital interface display; several

communication possibilities; and deployment as an IoT device.

Among the huge set of advantages emerging from smart metering deploy-

ment, the following ones can be emphasized. For the power service provider, it

eliminates the need for manual reading, monitors the electric systems more

quickly, allows an optimized resource usage, provides quasi-real-time data

(useful for balancing electric loads while reducing power outages), enables

dynamic tariffs, avoids capital expense of new grid investments, and helps to

optimize income with existing resources. From the end-user’s perspective, it

provides an enhanced quality of service, provides more informative billing,

improves the energy awareness and energy rational use, and provides accurate

knowledge about consumption behavior, enabling end-users to adjust their con-

sumption habits. However, some issues are raised with increased smart meter

deployment. Power service providers face a higher cost in terms of personnel

training and equipment development and production; they also have to deal with

some possible negative public reaction when replacing old meters. A long-term

financial commitment to the new metering technology and the related software

FIG. 4.2 Occurrence of equipment in a smart grid low-voltage network.
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involved is required, and power service providers have to manage and store

huge amounts of the metering data and ensure its security and privacy. End-

users still face uncertainties in terms of protecting their privacy and personal

data collected, as well as some additional fees that may arise (this last issue

is usually country related).

The widespread nature of smart meters is now a reality and an unstoppable

process. In the USA, it was reported that approximately 37 million smart meters

were shipped between 2011 and 2014 0. In Europe, the European Union aims to

replace at least 80% of electricity meters with smart meters by 2020 wherever it

is cost-effective to do so. Close to 200 million smart meters are expected to be

rolled out in the EU by 2020. Fourteen European member countries (Austria,

Denmark, Estonia, Finland, France, Greece, Ireland, Italy, Luxemburg, Malta,

the Netherlands, Spain, Sweden, and the UK) are currently proceeding with

large-scale rollout by 2020 or earlier 0. For all of these, the stated expected pen-

etration by 2020 is 95% or more. Notably, in three of these countries (Finland,

Italy, and Sweden), close to 45million smart meters have already been installed,

amounting to almost a quarter of the 2020 total. Several European projects are

also responsible for this roll-out. The NOBELGRID project alone is expected to

deploy around 500 smart meters over five pilot test sites 0.

4.2 Advanced Metering Infrastructure (AMI)

Nowadays, the AMI is considered a key component of smart grid (SG), integrat-

ing software and hardware components, data management and monitoring sys-

tems, and smart meters (SM). It enables the bidirectional connection with the

SMs, creating home area networks (HANs), neighborhood networks, and even

wide area networks (WANs), due to its scalability. Before the AMI, automatic

meter reading (AMR) enabled only the reading of the SM. Nowadays, AMI

enables the bidirectional communication between the DSO, SMs, and con-

sumers. AMI potentiates other hierarchical levels of complex layers such as

ADO (Advanced Distribution Operations), ATO (Advanced Transmission

Operations), and AAM (Advanced Asset Management) 0.

Several wired and wireless communication technologies can be used to

implement an AMI. Wireless technologies, such as Wi-Fi, GSM, GPRS. Zig-

Bee, and WiMAX, enable the fast and low-cost deployment of the devices that

compose an AMI. On the other hand, wired technologies, such as DSL and PLC,

provide a more stable communication.

In order to have a proper SG operation, it is necessary to have an almost real-

time management of the SG devices and systems. The AMI concept provides

real-time readings and allows the DSO to send commands to the power network,

thus allowing automatic fault detection and enabling the self-healing features in

the power network. Moreover, the end-user has also their consumption informa-

tion, enhancing consumer empowerment.
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4.2.1 Advantages of AMI

There are numerous advantages of using the AMI. From the utilities’ point of

view, they can prevent illegal electricity usage by analyzing the historical data

collected from the SMs. Using the AMI capabilities, the SG is remotely mon-

itored and controlled, improving maintenance, demand management, and

planning. Moreover, with a stable SG, electricity outages can be prevented,

saving money for electrical companies. The AMI concept eliminates manual

monthly meter readings, monitors the electric system much more quickly,

makes it possible to use power resources more efficiently, provides real-time

data that is useful for balancing electric loads while reducing power outages

(i.e., blackouts), enables dynamic pricing (which raises or lowers the cost of

electricity based on demand), avoids the capital expense of building new

power plants or reinforcing others, and helps to optimize income with existing

resources.

AMI consumer benefits inclu7de more precise electrical bills and increased

power quality control and awareness. Amore informed consumer will be able to

make better decisions regarding their consumption profile, reducing the power

needed in their homes and, as a result, lowering their house bills. Thus, end-

users will have better quality of electric service, adaptive billing mechanisms,

more information in energy bills, far greater (and more detailed) feedback

regarding energy use, knowledge of consumption behavior, and energy aware-

ness and rational use, enabling consumers to adjust their habits to lower their

electricity bills.

4.2.2 Issues and Drawbacks of AMI

Some AMI issues relate to consumer privacy and confidentiality, while the

remaining ones relate to unauthorized access to the devices, creating cyber

security issues.

On the consumer side, users need to protect their data, creating the need for a

proper data management through anonymization of data. End-users may find it

hard to verify that the new meter is accurate, there is no way to protect the pri-

vacy of the personal data collected, and there may be an additional fee for the

installation of the new meter.

The utility companies need to be sure that the data is accurate, and that no

physical or cyber-attack to the meter occur. To achieve this, several cyber secu-

rity measures can be taken, namely: confidentiality, integrity, authorization, and

authentication of the exchanged data. These measures can help to prevent some

of the following cyber-attacks: eavesdropping, traffic analysis, replay, message

modification, impersonation, denial of service, and malware. However, due to

the current processing power of some SM and SG systems, most cyber security

countermeasures cannot be implemented. Furthermore, the costs in terms of

personnel training, equipment development, and production to change to a
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new technology and new set of processes are higher. Managing negative public

reactions and ensuring customer acceptance of the new meters are also difficult

matters. In addition, making a long-term financial commitment to the new

metering technology and the related software involved raises financial prob-

lems, managing and storing vast quantities of the metering data collected raises

huge technical problems, and ensuring the security and privacy of metering data

is still not a closed issue.

4.3 Unbundled Smart Meter

4.3.1 Why Smart Meters are so Important in a Smart Grid Paradigm
and Why They Need a New Architecture

The smart grid is a new/old paradigm that tries to reshape the way power sys-

tems should work in a challenging environment, which demands an agenda

towards clean energy and communities’ resilience. The smart grid can be con-

sidered as a new concept because only in the past 10years has it become pos-

sible to ensure an intimate cooperation between power systems and ICT, in

order to guarantee an intelligent and efficient balance between production

and consumption. It is also an old concept because this cooperation has existed

for decades, where at transmission level only a small number of large gener-

ators needed to be controlled. The new paradigm intends to implement this

procedure at any voltage level, having hundreds of millions of consumers

but also the so-called “prosumers,” managing both their consumption and pro-

duction at the same time. In recent times, it was sufficient to deploy remote

terminal units, meters, and automation at all power plants, as they were a small

number and the associated investment was much lower than the cost of the

power plants themselves. However, in the smart grid era, with millions of pro-

duction units, a new approach is needed. 0 presents a typical low-voltage net-

work diagram, where consumers and producers are considered as distinct

entities. For each entity, a meter allowing bidirectional energy measurement

is needed.

0 suggests that smart meters will become the most numerous devices in a

smart grid, as they will be needed practically at all points of common coupling

(between the grid and the several connected entities). For example, merging

prosumers and intelligent devices to implement demand response (DR) can

only be achieved with meter functionality. Other connected devices, such

as protection devices, phase measurement units (PMUs), and automation

units, are expected to be less numerous. However, as a way to reduce the num-

ber of connected devices, smart meters are appropriate to include most of all

other functions, requiring the need for higher flexibility and a new architecture

concept at the meter level. The unbundled smart meter offers a flexible solu-

tion for those new requirements and allows a multi-actor and multi-protocol

operation.
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4.3.2 Unbundled Smart Meter Architecture

The unbundled smartmeter is a specific architecture that simultaneously com-

binesmetrology features andhigh flexibilitywithin smartmeters. The unbundled

smartmeter is ameter systematizationwhere smartmeter functionalities are ade-

quately grouped in two separate, unbundled, components as follows:

l one for metrological and hard real-time functions, called the smart metrol-

ogy meter (SMM). This intelligent component has fixed functionality and

high security of recorded data (black box-like standard); and

l a smart meter extension (SMX) thatprovideshigh flexibilityneeded fornew

functionalities. This component can be deployed during the meter’s lifetime,

thus supporting the future evolution of the smart grid and energy services.

Fig. 4.3 presents a simple representation of these two components. The entire

communication is completely covered by SMX, addressing both home area net-

work andpublic IPnetworks such as ubiquitous internet. SeeFigs. 4.4–4.7,where
Fig. 4.4 shows the smart meters communication architecture and the following

show the place of smart meters in the Smart Grid Architecture Model (SGAM).

A key factor in the new smart meter design is the fact that a single piece of

equipment, placed at the boundaries between the energy provider and the pro-

sumer, is at the same time, and with the same requested quality standards, serv-

ing all possible actors in the energy domain. Integrates in one single equipment

features to support all the following functionalities:

l standard billing for legacy energy supply contracts, based on tariffs;

l advanced billing information based on load-profiles of indexes;

l instrumentation values of electrical variables (such as URMS, IRMS, P, Q, f…)

to support real-time observability for smart grid functionality;

FIG. 4.3 Unbundled smart meter (USM) architecture.
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FIG. 4.5 SGAM and its dimensions.

FIG. 4.4 USM—Reference Architecture M/441 (CEN/CLC/ETSI/TR50572, Dec. 2011).
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l support for energy services, through fine-grained load-profiles of consumed

and/or produced active and reactive energy at one or five minutes level (LP1

or LP5);

l power quality support;

l support for demand response (DR);

l support for communicationwith home devices, includingDR functionalities;

l support for third party applications;

l interface for local information at the end-user premises; and

FIG. 4.7 USM mapping in the SGAM architecture.

FIG. 4.6 USM position in the SGAM plane.
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l support for controlling intelligent PV and/or storage inverters.

l Besides all the above functionalities, the USM architecture allows support

for future SMX functionalities based on third party apps and/or software

upgrades of essential SMX functionalities

In the SMM component, hard real-time functions and black-box functionality

are essential, while in the SMX component, communication capabilities and

flexible local intelligence are essential. The two components do not present

any overlapping functionality and have different design, in order to meet their

requirements independently.

4.3.3 Communications

When introducing the USM concept, an essential aspect is the compatibility

with the recommended architecture of smart metering systems 0. Not meeting

such compatibility may bring difficulties when implementing the architecture. 0

presents a simplified representation of the recommended architecture for smart

metering systems. This reference architecture is part of the M/441 Mandate 0.

The following points can be observed:

l Each type of connection must be considered and implemented in a specific

way. The connections which are discarded are colored in gray and marked

with an “X,” meaning that they are not used. This is possible because the

reference architecture does not require all communication connections –
which are giving the all possible ones but they arenot all necessary, thus

allowing various particular solutions to be implemented, considering that

the functionality is still preserved.

l Remote connections are possible only through the local network access

point (LNAP) separated from the metrology part. The component providing

the LNAP should be powerful enough to handle more complex functional-

ities, thus this feature will be assured by the SMX component of the USM.

l The simple external consumer display is changed to a more general “HMI

with browser,” which can be a local PC, a laptop, a tablet, a smart TV, or a

smart phone, as their ubiquitous web browsing facility is needed. This is an

improvement over the initial architecture, which opens the possibility for a

wide range of functionalities which the end-user can easily access with

equipment they already possess.

l Essential functionalities are security and privacy mechanisms, which should

be developed in SMX.

l Both direct and neighborhood readout toward AMI head end systems should

possible through the G connections.

4.3.4 Compatibility With Smart Grid

As the USM is an essential grid device, it is fundamental to assure its compat-

ibility with smart grid standardization efforts. The European Mandate M/490
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defines the SGAM (smart grid architecture model), presented in 0 with its

dimensions: domains, one for the zones and interoperability layers 0.

The unbundled smart meter architecture fits well into the SGAM architec-

ture, as presented in 0. The USM position itself in the component layer, cover-

ing the process and field zones. In fact, the USM can be simultaneously a

metering device (the traditional function) and a supervisory and control device

(SCADA related) allowing easy mapping in the SGAMmodel, as presented in 0

(EMG¼energy management gateway; LNAP¼ local network access point;

MID¼MID meter).

4.3.5 Data Security in USM

Smart meters are by their nature keepers of data that possess great value. In fact,

as already described in the introduction, the basic scope of a meter was initially

to measure electrical energy, and that remains the case today. Consumed energy

is a commodity that has to be paid to the energy retailer, supplier, or producer.

Energy must be measured accurately, which is the role of metrology, but it must

also be stored and provided to all interested parties unaltered. Thus, data secu-

rity is an extremely important aspect, in order to preserve pear to pear confi-

dence and to be able to use it in the relations between the two parts (energy

provider and energy user).

Modern smart meters’ architectures implement a security method for the

communication, especially when the communication path is public, as happens

in PLC (power line carrier) communication or in other public IP (Internet Pro-

tocol address) networks, such as the internet. However, usually only one trusted

communication with one set of credentials is used.

Public key infrastructure (PKI) system is a foundation of hardware, soft-

ware, procedures, and policies used for creating, distributing, maintaining, stor-

ing, and revoking digital signatures. A digital signature associates a specific

identity, such as an individual end-user or a company, with a pair of public

and private keys. An important challenge of PKIs is to establish a secure and

reliable distribution of the keys so no third party can obtain access to private

keys. For this reason, a PKI system establishes a trusted third party called a cen-

tral authority (CA), which is in charge of issuing and verifying digital certifi-

cates. The PKI concept provides general concept design and this needs to be

adapted for particular use cases and requirements. This situation may ask for

a carefully chosen entity that needs to take care of the communication security,

restricting the flexibility of a multi-user and multi-actor environment. However,

each actor is expected to have its own security policy, so a multicultural security

approach is needed. In the USM solution, each partner has the potential to estab-

lish its own secure communication environment, meaning that each partner can

have its own open VPN (Virtual Private Network), as presented in 0.

An important element of the USM architecture is the security by design,

which is part of the USM concept from the beginning. The SMX component
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has two distinct zones: a “trusted zone” to be handled by a “trusted party,”

where there is intimate access to powerful functions, and one or more “un-

trusted zones,” where any malicious manipulation does not affect the core of

the SMX functionality. In order to make this separation possible, the untrusted

zone need to be “sandboxed,” meaning that any of its activity has to be inside

the walls of a “sandbox,” and any interaction with the trusted zone needs to be

fully controlled by rules that are defined in the trusted zone and impossible to be

changed from outside. Fig. 4.8 suggests Docker 0 as one possible technology for

the sandboxing functionality; however, this approach needs a secure access

solution to get into the trusted zone.

One good concept has been developed in the German “smart meter
gateway” (SMG) 0. Germany is the only country officially to support this con-

cept, which acts as a data access point for all customer meters, as well as for the

home area network. Even if the German SMG is more related to access to meter-

ing data, which mainly relates to data manipulation and to privacy, an important

point is that multi-access requires a data access point manager (DAM) 0. This

implies a special user which can change data access rights, and which can inter-

vene in the trusted zone. This user needs to be an official trusted part enforced

by law and responsible for their behavior also under the law. The DAM access

can be solved with another open VPN. As this function is vital, it is advisable to

be secured with an even better security mechanism – for instance, by using, in

addition to the VPN concept, another mechanism for encrypting the data, based

on newer technologies such as the physical unclonable function (PUF) 0. 0

shows how this can be implemented in the USM.

4.3.5.1 Privacy With USM

Privacy is an essential issue on the smart meter, basically because most of the

smart meters are targeting citizen end-users whose meter data might show per-

sonal behavior. From a sensitivity point of view, the data coming from the meter

can be organized into the following categories:

l personal data (data from which citizens’ personal behavior can be inferred,

directly or by processing);

l critical infrastructure data (data that might be used to attack the electrical

grid, seen as critical infrastructure); and

l other data (data commonly shared by all grid actors).

The last data category refers to non-critical and non-personal data that can be eas-

ily acquired by anybody, being a sort of public-by-default data. Grid data such as

voltage level and frequency are examples of such public-by-default data.

Even if personal data can be considered private information, this does not

necessarily need to be secret by default. In fact, some personal data may use-

fully be shared, for example, with an energy consultant, who can provide impor-

tant energy saving advice based on the intimate analysis of personal data.
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All these requirements need an architectural concept to allow security and

privacy by design. In the USM’s SMX component, those requirements are ful-

filled by using:

l a data-centric architecture (DCS); and

l a powerful role-based access control (RBAC) system, similar to the ones

used in critical data applications (such as banks).

The data-centric architecture allows full control of the data with RBAC. It

means that any data exchange between parts can be done only through the

unique database, which is a combination of a real-time database for high reac-

tion and a mechanism for memorizing this data in a persistent way. 0 shows the

SMX design to fulfill privacy by design.

A meter RT (real-time) database, which can exchange data with various

entities, should be implemented. This data exchange is done through an RBAC

“wall,” which uses different privacy profiles for each entity (0 presents, as an

example, two different privacy profiles: PP1 and PP2). For instance, application

1 can access the (centric) database only if the corresponding rights for reading

and writing are properly described in PP1. No other data and with no other rules

can be exchanged with the RT database. Similarly, application 2 – for example,

an agent which exchanges data with the central platform of an ESCO (Energy

Services Company) – can do this only based on the rules described on PP2. This
concept does not allow direct communication between applications 1 and 2, as it

is an uncontrollable connection which may jeopardize the privacy of the meter

data, and thus that of the end-user which has the rights on it. 0 shows an RBAC

implementation that allows different privacy profiles for each type of actor.

The RBAC implementation is based on an MQTT messaging technology,

where each external pool of similar actors, having the same privacy profile,

has its own MQTT broker. For each MQTT broker, the RBAC implements a

specific MQTT client targeting that broker, and a privacy profile PPx describes

which data is to be published (sent towards the actor’s broker) and to which data

the SMX is willing to subscribe.

The published part of the Privacy Profile PPx is a list of rules which

describes the following:

l Variables that are allowed to be sent to the actor. This is the most important

feature, because with these rules only the data that are agreed with an actor

will be sent. As the data is published by the RBAC firewall, there is no pos-

sibility for the external actor to get other type of data, as they cannot influ-

ence the PP list. With this setup, the meter database is not exposed to being a

“server,” thus serving the different requests, but instead takes the lead to

provide the legally accepted data only, which is decided by both parties.

l Time period when this data can be automatically transmitted (T_ini and

T_final). This feature is particularly useful as a service, for example, within

a short-term signed contract with an ESCO.
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l Metadata related to refresh time periods for the publishing activity (cadence

of publishing). This information allows data to be sent according to the con-

tractual agreement.

l Credentials to check the received data against “false data injection” by

using, for instance, digital signatures that ensure that the data is coming from

the certified sender.

l Credentials to support data decryption of the certified sender data.

4.3.5.2 Giving Consent Automatically, by Using Digital Means

As consent is essential to share personal data provided by the smart meter, the

USM also has the ability to support an automatic procedure for this consent.

Even if there are many ways to make a contract involving personal data han-

dling, which starts from paper-based signed contracts and finishes at fully dig-

ital contracts made with a specific IT model, a solution which connects contract

with privacy profiles is presented as an example.

Imagine that an ESCO intends to process power consumption data with low-

time granularity, meaning rich data streams showing the power consumption

every 10s. Such a data stream may reveal personal data, starting from habits

to come home or leave home, up to habits that may reveal health problems,

e.g., going to the toilet too many times during the night (which may be observed

through power consumption with light devices). The contract may stipulate that

the rich-content data will be sent only for 1month, at a second-based granularity

(meaning power each second), and that the data will be kept by the ESCO for

another 15days, and it will then need to be deleted. Such rich data, for each day,

may look graphically like the one presented in 0 (1day readings with 1s

granularity).

So, for the above example, the privacy profile data is summarized as

follows:

l Period: 01.06.2018 to 31.06.2018.

l Type of data: active power P(t) on point of common coupling (PCC).

l Period for the records: 1s.

l Period of keeping data after finalizing the contract agreement: 15days.

l Cyber-attack measures: “man in the middle attack” – digital signature;

“measure against data theft” – encryption with private keys.

l Data exchange information (DEI): address of the ESCO broker, topics to be

received, VPN connection details (including credentials for the ESCO

VPN), low-profile agent to be run in the SMX (if needed).

This process, whose concept is presented in 0, can be followed as follows:

l The contract is signed and contains PP data described above (even the con-

tract signature may be made electronically).

l Each part can and will extract digital content which describes the PP data, by

producing “electronic PPx rules,” as per 0.
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l The data owner uploads (can be made also automatically) in the RBAC of

the SMX the contract PP. RBAC is profiled to open a new MQTT connec-

tion able to make data exchange according to DEI.

l The service provider (ESCO) uploads in their system the PP rules and pro-

vides an MQTT broker and an MQTT client for the communication and, if

needed, a small application to run in SMX’s sandboxed environment.

Each party is running their applications and applies their part of the privacy

agreements.

4.3.6 Local data Processing—Obtaining Derived Data From USM
Basic Data

Smart meters may need to pre-process data before sending it to different actors.

Practically, there is no meter able to provide symmetric components; however,

some meters provide all necessary data to compute these values. This type of

data is referred as first-order derived data, as they are directly computed from

real-time data, after each acquisition cycle based on a full set of new data.

Second-order derived results are also based on a temporal series. One exam-

ple is the measurement of voltage level, based on the quadratic mean value of

voltage over this aggregated interval, as requested on IEC61000–4-30. In 0 an

alternative approach is presented, based on the voltage level probability distri-

bution for computing this value. Such a probability distribution can be con-

structed as shown in 0.

By monitoring the voltage evolution over the longer term, it is possible to

obtain the probability distribution for the voltage over an entire commercial

interval (e.g., 1h). 0 presents the superposed probability distributions for differ-

ent hours, using real measurements on a LV network in Bucharest, Romania.

The probability distribution shows the number of occurrences of a certain

voltage level (e.g., between 214V and 215V) and gives practical data for cou-

pling consumed energy with the quality of service (in this case, voltage quality).

A complete day with voltage evolution processed by the USM is presented in 0.

Some functionalities may need a local agent to provide real-time control, a

solution that avoids the danger of making such activity un-operational if it is

remotely controlled but the communication is temporarily down.

4.3.7 Running Local Agents to Support Specific Functionalities

In addition to local data processing and sending it customized to different

actors, there are functionalities that need local agents to run and work well con-

nected to the USM core. Several types of such agents can be considered, includ-

ing agents to:

l perform demand response (DR) support for a DR aggregator 0;

l perform secure energy transactions by using blockchain technology;
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l act as energy broker for surplus energy of a prosumer. This agent can work

for a local (neighborhood) market related to the physical micro grid after an

MV/LV transformer or for a more global market;

l provide storage as a service for the grid, or for neighbors that have excess

energy and unavailable personal storage means [1, 5];

l supervise and coordinate intelligent PV inverters; and

provide communication with ontology-based intelligent appliances using onto-

logical approach, such as Smart Appliances REFerence (SAREF) 0.

4.3.8 Coordinating Local Resiliency and Immunity

Local resilience and immunity of a prosumer become increasingly important

values from the energy supply perspective. Local production and storage along

with local consumption coordination are prerequisites for allowing resilience

and immunity to the final customer, so that grid perturbations do not affect local

energy needs. Such coordination can be done by a special agent that can run in a

building management system (BMS). However, as SMX supports local opera-

tion of special agents, eventually in a sandboxed solution to protect the main

activities, these agents can run on SMX and exchanging data with the smart

meter and with local customers. An advanced resilient consumer can control

its production, consumption, and storage in such a way that it never needs to

send back energy in the system, this being coordinated by a special agent inside

the USM’s SMX. The S4G project 0 is implementing a solution where an energy

router (interconnecting the grid, PV panels, storage devices, and home loads)

allows 24/7 prosumer resilience and immunity. This solution (coordinated by

an SMX agent) will also supply critical loads during small AC voltage interrup-

tions or during blackouts, as the power inverter connection to the grid will be

kept un-operational during this period, to be compatible with existing network

codes.

4.3.9 Accommodating and Sharing Data Models as a Multicultural
Environment

SMX can organize an internal database model, which can be accomplished by

recording data received through MQTT messaging in a different hierarchical

model than it has been received in. After the data is received, it is recorded

according to the defined internal data model, for example, a DLMS-COSEM

style, as the primary data relates to metering. Several possibilities can be con-

sidered where the internal model can be converted in different external models,

according to the partner/actor needs, as presented in 0. Instead of trying to unify

data models between actors, they are recognized and a multicultural communi-

cation becomes possible, meaning that each actor can receive or send its specific

data model, and a SMX-based converter ensures compatibility between
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different types of data organizations. This does not mean in any way that the

approach is against a unified solution; however, reality shows that domains

can differ so much that a unification is not possible, or it distorts some of

the specific data exchange structures too much.

This is an important step forward, which overpasses the bottleneck of data

models unification, leaving a certain number of market leading solutions to be

used, by keeping also the specificity. The data model converter does not impose

a solution, but provides different types of solutions for different types of needs,

still belonging to the same data roots.

0 shows a conversion from internal data model to a data model that presents

data based on the common information model (CIM), which has different types

of standard codes compared with OBIS codes. Moreover, the data can be com-

plemented, as an option, with additional data related to the measurement, such

as description and unit to be used. Such CIM-oriented organization is useful

especially for a SCADA system or for its DMS/EMS components. In particular,

0 presents a conversion example, from an internal SMX data model (DLMS ori-

ented) into a CIM data model (for SCADA applications).

4.4 USM Deployment

Due to its high flexibility, the USM is able to cope with many different require-

ments, and is thus the repository of new developments in various research pro-

jects. Some USM application examples are provided here.

4.4.1 NOBELGRID

NOBELGRID 0 is the European project that pushed the concept and introduced

the USM as the main solution for future advanced metering infrastructures. In

NOBELGRID, the USM architecture is doubly demonstrated through:

l a new, innovative and affordable smart meter (developed from scratch),

based on the unbundled smart meter (USM) concept, which contains two

different parts: a smart metrology meter (SMM), with metrology features

and fixed functionality, and a smart meter extension (SMX), which has high

flexibility to accommodate new functionalities, to support smart grid and

various energy services 0; and

l the use of market existing electronic meters, acting as SMM, and a newly

designed SMX, which communicates with SMM, and reading all useful data

intermediating the multi-user multi-protocol activity with various actors.

In NOBELGRID, the focus is on the following main actors:

l DSO, which receives real-time data from USM, being able to implement

meter-based SCADA and future smart grid functionalities;
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l aggregator of small demand response services, which receives DR informa-

tion and energy service measurement (for settlement and quality of service

assessment), and sends DR commands at the user level;

l energy service company, which has a direct communication with the USM

end-user, thus being able to provide different energy related services such as

awareness and advisory services; and

l prosumer having a PV installation, which is integrated and controlled

through the SMX.

4.4.2 SUCCESS

SUCCESS 0 is a European project where smart meter data security is the main

focus, and where new functionalities are being considered, including:

l advanced cyber security through the physically unclonable function, which

significantly improves resilience against cyber-attacks;

l support for data consistency assessment, to implement cyber-security

awareness at higher levels, such as local DSO or wider grid level; and

l support for local-level intelligence measures directed at cyber-attacks

protection.

4.4.3 NRG5

NRG5 0 is a European project aiming at different targets, including smooth 5G

communication accommodation, but also targeting the implementation of

blockchain technology for neighborhood markets. The blockchain functionality

is designed to be supported by the SMX part of the USM, allowing automatic

and secure participation at dynamic short-term local markets (e.g., on time

intervals from 15s to 1min).

4.4.4 STORAGE4GRID

The STORAGE4GRID European project 0 targets the intelligent use of emerg-

ing storage resources in different situations, such as:

l avoiding curtailment in case of renewable energy excess and use of aggre-

gated storage assets over a specific network;

l improving charging services in high EV penetration areas postponing grid

reinforcement; and

l using prosumer local storage and hybrid DC/AC network to improve resil-

iency and immunity against grid outages.

These functionalities are supported by SMX-hosted local agents that handle

local storage resources while communicating with higher-level applications

coordinating and improving the efficient use of those resources.
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4.5 Conclusions and Remarks

According to the Third Energy Package (annex 1.2) and under the EU energy

market legislation, member states are required to ensure the implementation of

smart metering wherever a long-term cost–benefit analysis (CBA) is positive. In
these cases, member states need to replace at least 80% of the traditional elec-

tricity meters with smart meters by 2020. The main objectives are reducing gas

emissions and annual households’ electricity consumption by around 9%. The

working document “Cost-benefit analyses & state of play of smart metering

deployment in the EU-27” 0 indicated that 20 member states had already con-

ducted their CBA, 13 of them with positive results and 16 with roll-out plans

already developed to accomplished the 80% target of smart meters by 2020.

To fulfill the EU Recommendation 2012/148/EU the smart metering sys-

tems for electricity should exhibit at least the functional requirements indicated

in Table 4.1 0. (See Figs. 4.9–4.18.) Fig. 4.9 presents details on data security

issues considering a trusted and some untrusted zones, and also communication

through VPN or enhanced communication by adding PUF technology. Fig. 4.10

details the role-based access control (RBAC) and the data-centric architecture

which allows an effective RBAC implementation. Fig. 4.11 depicts how RBAC

can be implemented with various actors communicating based on MQTT mes-

sages. Fig. 4.12 presents an example of smart meter real-time capability used to

record fine-grained power load profiles. Fig. 4.13 shows a possible scheme for

TABLE 4.1 List of recommended minimum functional requirements for

electricity smart metering systems

Consumer 1. Provide readings directly to the consumer and/or

third party.

2. Update readings frequently enough to use energy

saving schemes.

Metering operator 3. Allow remote reading by the operator.

4. Provide two-way communication for maintenance and
control.

5. Allow frequent enough readings for networking planning.

Commercial aspects of
supply

6. Support advanced tariff system.

7. Allow remote ON/OFF control supply and/or flow or
power limitation.

Security-data protection 8. Provide secure data communications.

9. Offer fraud prevention and detection.

Distributed generation 10. Provide import/export and reactive metering.
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FIG. 4.9 Enhanced access to SMX trusted zone, using new data security mechanism, such as the

physical unclonable function (PUF).

FIG. 4.10 Privacy by design using DCA and RBAC.

FIG. 4.8 Communicating securely with different actors.



FIG. 4.11 RBAC implementation for ensuring different privacy profiles to different actors.

FIG. 4.12 Active power profile for a domestic house, over a day, with second-based series.

FIG. 4.13 Privacy agreement.
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FIG. 4.14 Constructing a distribution of probability for the voltage, as second-order derived

results from real-time voltage measurements.

FIG. 4.15 Probability distribution for the voltage in three consecutive hours, on a LV network.
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energy services transactions by automating the privacy profiles requirements

required by the service. Figs. 4.14–4.16 show how voltage level quality indica-

tors can be obtained based on statistical means using the voltage distribution of

probability (presented in Fig. 4.14). These results are based on smart meter mea-

surements and respective statistical approach for one day (presented in Fig.

4.15) and for multiple days (one week presented in Fig. 4.16).

As described above, the unbundled smart meter (USM), which simulta-

neously combines metrology features (through smart metrology meter), high

flexibility to accommodate new functionalities (through smart meter exten-

sion), and robust data security and protection, assures all these functional

requirements and is designed to support future smart grids and energy services

developments. The USM should be seen not only as a metering device usually

FIG. 4.17 Converting from internal data model to an ESCO specific data model.

FIG. 4.18 Converting from an internal data model to a common information model (CIM) data

model.
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controlled by the DSOs, but also as an intelligent asset used to improve energy

efficiency and to benefit both retailers and end-users, contributing to the global

accomplishment of the Third Energy Package requirements.
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5.1 Introduction

The industry nowwidely accepts that renewable generation is the cheapest long-

term supply option [1]. The increasing penetration of variable non-synchronous
renewable generation, however, challenges the existing generation-following

load operation paradigm based on dispatchable synchronous generation. As a
result of this, energy security and affordability have taken center stage in
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national political discussions. At the other side of the energy supply chain, res-

idential and small commercial users increasingly opt for solar photovoltaic (PV)

and battery storage to reduce their energy expenditure. In addition to this, the

technical advancements in sensor, computer, and communication technologies

now make it possible to harness the inherent flexibility of these “behind-

the-meter” distributed energy resources (DER) in innovative ways [2]. Using

prosumers (producers-consumers) as a flexible resource creates unique oppor-
tunities to address the challenges associated with the increasing uptake of

variable renewable energy sources, like wind and solar. In a nutshell, the

prosumer-driven decentralized power supply will make the power system more

reliable, affordable, and sustainable, thus solving the energy trilemma [3].

5.1.1 Background

The massive uptake of DERs presents the opportunity to manage the power

system transformation in a most economical way, and with minimal societal

disruption, by exploiting demand-side flexibility [3, 4]. In more detail, at the

demand-side, the emergence of cost-effective, behind-the-meter DERs—

including on-site generation, energy storage, electric vehicles, and flexible

loads—is changing the way that electricity consumers source and consume

electric power. To give some context, installed capacity of rooftop PV has

increased globally from approximately 4GW in 2003 to nearly 227GW in

2015, driven by government incentives, electricity price increases, and decreas-

ing PV capital cost [5]. A similar trend is observed in Australia, where the

installed capacity of rooftop PV has grown from 0.8GW in 2011 to over

8GW in 2018 (c.f. peak demand of 35GW). Also, improvements in small-scale

battery storage technologies are continuing, and it is anticipated that economic

storage options will be soon available. Indeed, recent studies suggest that

rooftop PV-battery systems will reach retail price parity from 2020 in the US

grids and the Australian National Electricity Market [6, 7].

A recent forecast by Morgan Stanley suggests that the uptake might be even

faster—boldly predicting that up to 2millionAustralian households could install

battery storage by 2020 [8]. This has been confirmed by the Australian Energy

Networks Association (ENA) and the Commonwealth Scientific and Industrial

Research Organisation (CSIRO), who estimate the projected uptake of solar PV

and battery storage in 2050 to be 80GW and 100GWh [4], representing between

30% and 50% of total demand at that time. In their prediction of the future grid,

the CSIRO considered a scenario called “Rise of the prosumer” [9]. They refer to

small-scale (residential, commercial, and small industrial) electricity consumers

with onsite generation as prosumers. The opportunities offered by demand-side

resources have also been recognized by the Australian Energy Market Commis-

sion (AEMC) [10], who argue that consumers with PV-battery systems can pro-

vide network support and ancillary services that were traditionally confined to

the domain of large generators. A successful transition to the future electricity

grid will thus require a more decentralized power supply, underpinned by a par-

adigm shift in power system operation from generation-following-load to load-
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following-generation. The key to the transition is to tap the inherent flexibility of

the demand-side. But before we discuss that inmore detail, we first give an over-

view of the “traditional” demand response.

5.1.2 Overview of Traditional Demand Response Programs

The flexibility of the demand-side has been recognized as a valuable system

resource for a long time. Historically, various demand response programs have

been used as a reliability and capacity resource, to manage emergency and

peak load events, respectively. In 2006, the Department of Energy in the United

States formally defined demand response as [11]: Changes in electric usage by

end-use customers from their normal consumption patterns in response to

changes in the price of electricity over time, or to incentive payments designed

to induce lower electricity use at times of high wholesale market prices or when

system reliability is jeopardized.

Demand response programs take many forms. The North American Electric

Reliability Corporation (NERC) categorized different forms of demand

response in relation to overall demand-side management strategies, as illus-

trated in Fig. 5.1 [12]. As you can see, demand response is part of a broader

suite of measures for demand-side management that also includes energy effi-

ciency. Energy efficiency focuses on users and their behavioral changes to

achieve more efficient energy usage. Demand response, on the other hand is

a tool used by utilities to improve reliability and economic performance. It

encompasses a range of activities undertaken by electricity users, or other

agents acting on their behalf, to temporarily change their grid consumption

in response to some form of financial incentive. Demand response is catego-

rized based on the level of control (dispatchable or non-dispatchable), purpose
(economic, reliability), and the type of resource provided (energy, capacity,

reserves, regulation).

Demand-side management

Demand response Energy efficiency

Dispatchable Non-dispatchable

Economic Reliability
Time-sensitive

pricing

Capacity Reserves
Energy-
voluntary

RegulationEnergy-
price

FIG. 5.1 Classification of demand response programs [12].
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Existing demand response programs predominantly rely on large industrial

customers with electricity-intensive processes that can be used as curtailable loads.

Under the old generation-following-load operation paradigm, demand response

was an effective way of managing predictable discrete events. The increasing

variability of the supply, however, will require a more generation-like resource

to provide balancing services, which can be offered by behind-the-meter DERs.

5.1.3 Demand Response Using Behind-the-Meter DERs

Large industrial and commercial loads are relatively easy to aggregate, but their

large individual size is not well suited for continuous load balancing. On the

other hand, fast, flexible and continuously responsive DERs, connected

behind-the-meter in residential, small commercial, and industrial buildings,

are highly granular and, therefore, well suited for balancing services. To be able

to harness their flexibility we need to aggregate them, so that they behave like a

single dispatchable resource.

Conventional aggregation techniques are, however, unsuitable for large-scale

DER aggregation. Technical advancements in sensor, computer, wireless com-

munication, and energy management technologies now make it possible to har-

ness the inherent flexibility of these behind-the-meter DERs in innovative ways.

However, a number of fundamental technical challenges need to be solved first:

(i) DERs are highly diffuse;

(ii) the nature of their energy usage is stochastic and inherently task-oriented;

(iii) their number is enormous, which renders their treatment as conventional

power plants unfeasible; and

(iv) the existing wireless network standards do not cater for two-way commu-

nication flows with heterogeneous latency, packet size, and reliability

requirements.

As a result of this, two decoupled research avenues have emerged:

(i) residential demand response aggregation on one side, and

(ii) home energy management on the other.

However, there is a gap between these two branches of work, which affects the

usefulness of research in both.

Research on home energy management has consistently addressed more and

more difficult optimization problems, using increasingly sophisticated tech-

niques and incorporating a broader scope of activities and phenomena [13,

14]. On the other hand, the techniques used for aggregating electricity consumer

entities have focused on tariff, market, and auction design, and are now making

use of advanced techniques from game theory and mechanism design [15, 16].

Unfortunately, this represents a divergence between the two branches of

research. From one perspective, the techniques often used for energy manage-

ment are not amenable to aggregation using standard techniques from mecha-

nism design. Likewise, the models employed by researchers using mechanism
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design are qualitatively different to those proposed in state-of-the-art energy

management systems, as we have explored in [17]. The home energy manage-

ment system typically considers a single residential building, which allows cap-

turing the nature of residential energy usage with sufficient complexity.

Residential demand response aggregation schemes, on the other hand, require

a significantly simplified representation of the DERs, which typically results in

unrealistic solutions, for example, by representing a household’s valuation for

electricity by a concave increasing function [18], which is simple enough to be

conducive to convex analysis, but fails to capture the discrete states of

appliances. Also, the DER models are typically deterministic, which fails to

capture the stochastic nature of energy consumption. The existing techniques

for prediction of energy usage in residential buildings provide a suitable avenue

to address this problem, but they typically focus on individual appliances [19]

and are thus unsuitable for online applications.

Finally, a significant prosumer penetration at low voltage (LV) levels will

push electricity grids and communications networks to the brink of their tech-

nical limits. Therefore, the DER aggregation problem should explicitly consider

network power flow and communication constraints, which has not yet been

sufficiently addressed in the existing literature. There does, however, exist a

large body of work on optimal power flow formulations of LV grids with renew-

ables [20, 21]. The DERs considered typically include rooftop PV, which

admits a computationally conducive convex (or convexified) formulation.

However, explicitly considering battery storage produces a—computationally

much harder—mixed-integer formulation, which is yet to receive any attention

in the available literature. Additionally, an explicit network representation

introduces non-convex constraints stemming from the AC load flow equations.

Moreover, unlike network power flow constraints, communication constraints

have not yet received significant attention in the residential demand response

aggregation context—sufficient communication capacity is either assumed

[22], or is only mentioned implicitly [23]. The emergence of the internet of

things paradigm is bound to increase the demand for communication resources,

which require an explicit representation.

In summary, given these observations, this chapter argues that it is essential

that demand-side participation is actively coordinated, in order for distributed

generation and behind-the-meter resources to contribute the most value to dis-

tribution networks and the broader power system.

The rest of the chapter progresses as follows. Section 5.2 introduces the

home energy management problem, which serves as the fundamental building

block for demand response aggregation. Uncoordinated control of DER can,

however, have an adverse impact on the operation of LV networks, which is

the subject of Section 5.3. Section 5.4 then discusses active management of

DERs, including peer-to-peer trading with a DSO permission structure and dis-

tributed optimal power flow. Section 5.5 discusses the distributed optimal

power flow in more detail. Section 5.6 discusses a generic aggregate prosumer

model for future grid studies. Finally, Section 5.7 concludes.
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5.2 Home Energy Management

Buildings consume 40% of the world’s energy, so they present the largest

untapped pool of DR, which makes them a key enabler of future grids. Load

flexibility stems from different sources. Water use, for example, requires water

pumps and intermediate storage, which allows an operator to schedule their

operation strategically. Similarly, the thermal inertia of the building’s envelope

can serve as a virtual battery, which offers a level of flexibility in scheduling the

heating, ventilation, and air conditioning (HVAC) systems; and the same can be

said for thermal water storage, both chilled and heated. Next, rooftop PV

coupled with battery storage allows an operator to reduce peak demand and

thereby minimize distribution network expenditures. Moreover, an efficient

aggregation of DERs can turn a precinct, or a building, into a virtual power

plant, which allows the owner to achieve multiple objectives, from cost reduc-

tion, to more sustainable use of resources and improved user comfort.

Currently, there are few mechanisms in place for load aggregation and inte-

gration into existing energy markets [24]. The advancements in smart grid tech-

nologies, however, are bound to change that. In addition, battery storage is

becoming financially attractive, which opens new possibilities for using resi-

dential and small commercial loads for demand response. This is because bat-

tery storage effectively decouples energy and power requirements, so user

comfort does not need to be compromised. The key here is proper management

of energy flows.

As an example, consider a residential building equipped with the PV-battery

system shown in Fig. 5.2, and the power flows for a typical sunny day illustrated

in Fig. 5.3. Observe that, during the day when PV generation exceeds the

demand, the energy management system charges the battery. In the evening,

when electricity prices increase,1 the power demand is supplied by the battery,

which in turn reduces the grid demand. Note that the device-level management

(e.g., HVAC or a hot-water system) is not visible in the grid demand, which

PV array
PV inverter

Battery inverter

AC bus

FIG. 5.2 A typical configuration of residential building equipped with a PV-battery system.

1. This is typical in a so-called time of use (ToU) pricing.
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preserves users’ privacy. The battery thus effectively serves as an interface

between the grid and the house.

The home energy management problem can be thought of as a sequential

decision making process under uncertainty.We first, in Section 5.1.1, formulate

the problem as a Markov Decision Process (MDP), and then follow this with a

discussion of alternative solution techniques in Section 5.2.2.

5.2.1 General Formulation as a Markov Decision Process

A sequential stochastic optimization problem consists of:

l A sequence of time-steps, T ¼ 1…t…Tf g, where T and t represent the total
number of time-steps, and a particular time-step in the decision horizon,

respectively;

l A set of non-controllable inputs, ℬ¼{1…b…B}, where each b is repre-

sented using:

l A state variable, stb 2S.
l A random variable, ωb

t 2Ω, that captures perturbations or exogenous

information.

l A set of controllable devices, A¼ 1…a…Af g, where each a is represented

using:

l A state variable, sta 2S;
l A decision variable, xta 2X for every control action;

l Constraints for the control and state variables;

l A transition function sa
t+1¼ sM(sa

t ,xa
t ,ωb

t ), describing the evolution of a

state at time t to t +1. Here sM (�) is the system model that consists of the

6 12 18 24

Hours

0

0.5

1

1.5

2

2.5

P
 (
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)

Household power flows

From grid
From battery
From PV
Pv to battery
PV

FIG. 5.3 Power flows in a residential building equipped with a PV-battery system.
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operational constraints of controllable device a, such as power flow limits,

efficiencies and losses.

Given this, let: st¼ [sa
t
… sA

t , sb
t
… sb

t ]T, xt¼ [xa
t
…xA

t ]T, andωt¼ [ωb
t
…ωB

t ]T. The

state variables contain the information that is necessary and sufficient to make

the decisions and compute rewards, costs and transit ions. The compact form of

the transition functions is given as st+1¼ sM(st,xt,ωt). Note that we only need

transition functions for the controllable devices and the combined random vari-

ables vector of the noncontrollable inputs is given by ωt (without a subscript).

An objective function:

F¼
XT
t¼1

Ct st, xt,ωtð Þ
( )

, (5.1)

whereCt(st,xt,ωt) is the contribution (i.e., reward or cost of energy, or a discom-

fort penalty) incurred at time-step t, which accumulates over time.

5.2.1.1 Instantiation

The aim of home energy management is to minimize the household’s energy

costs over a decision horizon. In general, stochastic optimization techniques solve

this sequential stochastic optimization problem before the beginning of each day,

using either a daily or a 2day decision horizon. For illustration purposes, we only

consider a PV unit and a battery, as depicted in Fig. 5.2, however the formulation

is general and can seamlessly include other DERs as well, for example, fuel cells

[25] or hot water systems [26]. An effective home energy management system

needs to incorporate variations in electrical demand and PV output of the build-

ing. Assuming that they can be predicted with reasonable accuracy, we canmodel

the stochastic variables using their respectivemeans as state variables and the var-

iations as random variables. In general, electricity prices have to be considered

stochastic when the exact prices are unavailable. However, for most residential

applications, electricity prices are available, for example, as time-of-use prices.

Given this, there is no random variable associated with the electricity tariff.

Nowwe cast the home energy management problem as a sequential stochas-

tic optimization problem as follows. The daily decision horizon is 1day, divided

into suitable time intervals, typically 30min, giving T¼48 time-steps. The non-

controllable inputs are the electrical demand, PV output, and electricity tariff

(note that there is no random variable associated with the electricity price),

which are represented using:

l State variables for the mean electrical demand, std, e
t , mean PV output, spv

t ,

and electricity tariff, sp
t .

l Random variables for the variations in electrical demand, ωd, e
t , and varia-

tions in PV output, ωpv
t .
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The controllable device is the battery, which is represented using:

l State variables for the battery SOC, sb
t .

l Control variables for charge and discharge rates of the battery, xb
t . Given

this, xt¼xb
t , st¼ [sb

t , sd, e
t , spv

t , sp
t ], and, ωk¼ [ωpv

t ,ωd, e
t ], are defined for each

time-step, t, in the decision horizon, as depicted in Fig. 5.2.

l The energy balance constraint is given by:

std,e +ω
t
d,e ¼ ηix

t
i + x

t
g, (5.2)

where xi
t¼ spv

t +ωpv
t �ηbxb

t is the inverter power at the DC side (positive value

means power into the inverter); ηi is the efficiency of the inverter (note that

the efficiency is 1/ηi when the inverter power is negative); ηb is the efficiency
of the battery action corresponding to either charging or discharging; and xg

t is

the electrical grid power. The charge rate of the battery is constrained by the

maximum charge rate xb
t,+� γc and discharge rate of the battery is constrained

by the maximum discharge rate xb
t,��γd. The energy stored in the battery should

be within the limits sb � stb � sb.

l Transition functions govern how the state variables evolve over time. The

battery SOC, denoted stb 2 sb, sb½ �, progresses by:

st+ 1b ¼ 1� lb stb
� �� �

stb� xt,�b + η +
b xt,+b
� �

xt, +b
� �

, (5.3)

where lb (sb
t ) models the self-discharging process of the battery. The battery

SOC transition function is a non-linear function of state and charge rate.

Note that the discharge efficiency of the battery, the efficiency of the

inverter and the maximum possible charge rate with respect to the battery

SOC are nonlinear, so they need to be suitable linearized in certain formu-

lations (i.e., in a mixed-integer linear formulation, as discussed in

Section 5.2.2).

The optimal policy, π∗, is a choice of action for each state π: S!X , that

minimizes the expected sum of future costs over the decision horizon; that is:

Fπ∗ ¼ min
π


XT
t¼0

Ct st,π stð Þ,ωtð Þ
( )

, (5.4)

where Ct(st, xt, ωt) is the cost incurred at a given time-step, which is given by:

Ct st, xt,ωtð Þ¼ stp std,e +ω
t
d,e�ηix

t
i

� �
: (5.5)

Here the problem is formulated as an optimization of the expected contri-

bution because the contribution is generally a random variable, due to the effect

of ωt. In a home energy management problem, we obtain the battery decisions

xb
t , depending on the state variables st¼ [sb

t , sd,e
t , spv

t , sp
t ], and realizations of ran-

dom variables ωt¼ [ωpv
t ,ωd,e

t ] at each time-step.
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5.2.2 Home Energy Management Solution Techniques

The home energy management problem can be solved using different optimiza-

tion methods. We first discuss mixed-integer linear programming (MILP), which

is the most popular due to the ubiquitous solvers (e.g., Gurobi, CPLEX, Mosek)

and modeling languages (e.g., AMPL, GAMS). The MILP formulation requires

linearized models of components and transition functions, which can result in

lower-quality solutions (see [26] for details). Furthermore, MILP cannot natively

handle stochasticity, for which a stochastic MILP formulation is required.

Dynamic programming (DP), on the other hand, can seamlessly handle both non-

linearity and stochasticity, but it is computationally burdensome due to the curse
of dimensionality—that is, the size of the state, action, and outcome spaces, which

can be overcome using approximate dynamic programming (ADP) [26].

The quality of the schedules from ADP, DP, and stochastic MILP depend on

the quality of the PV and electrical demand predictions. Moreover, even though

ADP is computationally efficient compared to other methods, computing the

value function approximations in the off-line planning stage is computationally

expensive and has high memory requirements. In order to overcome these dif-

ficulties, we have proposed an algorithm based on policy function approxima-

tions using machine learning that generates fast offline models using training

data, which is then used to make fast real-time decisions [27].

5.2.2.1 Mixed-Integer Linear Programming

The home energy management problem is cast as a mixed-integer linear pro-

gramming problem of the general form:

minimize
xr,xb

c�x

subject to xr � xr � xr
Ax� b
xb 2 0, 1f gnb
xr 2ℝnr

+

where xb and xr are binary, and continuous decision variables of the problem,

respectively. Note that both the objective function and the constraints (many

corresponding to the transition functions in the MDP formulation) are linear.

The home energy management objective is to minimize the energy expen-

diture over the decision horizon (1day), which for a PV-battery system takes the

form:

minimize
XT
t¼1

x+, t
g ctg� x�, t

g cfit

� �
, (5.6)

where T is the number of time steps (48 for 1day with half-hourly resolution),

xg
+,t is power taken from the grid, xg

�,t is power returned to the grid, cg
t is the retail

tariff, and cfit is the feed-in-tariff, all at time step t. The decision vector consists
of the following continuous variables: power flow from/to grid xg

+/�,t, battery
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charge/discharge power xb
+/�,t, power flow from battery to grid xb

g,t, power flow

from battery to demand xb
d,t, proportion of PV power flow dpv

t 2 [0,1] (0: all PV

power flows to grid, 1: all PV power flows to demand), and battery state of

charge eb
t (note here we use eb rather than sb as in the MDP formulation above

to indicate this is the battery linearized model). The binary variables include:

battery charging status db
t 2{0,1} (0: discharge, 1: charge), and direction of grid

power flow dg
t 2{0,1} (0: demand!grid, 1: grid!demand).

The optimization problem is subject to the following equality constraints

(5.7)–(5.11), inequality constraints (5.12)–(5.15), upper and lower limits on

the continuous variables (5.16)–(5.20), and binary constraints (5.21):

x +, t
g ¼ std�ηi ηbx

d, t
b + dtpvs

t
pv� x+, t

b

� �
(5.7)

x�, t
g ¼ ηi ηbx

g, t
b + 1�dtpv

� �
stpv

� �
(5.8)

x�, t
b ¼ xd, tb + x

g, t
b (5.9)

et+ 1b ¼ etb +Δt x
+, t
b � x�, t

b

� �
(5.10)

eb,1=n ¼ e
start=end
b (5.11)

x+, t
g � xgd

t
g (5.12)

x�, t
g � xg 1�dtg

� �
(5.13)

x+, t
b � xbd

t
b (5.14)

x�, t
b � xb 1� stb

� �
(5.15)

0� x+=�, t
g � xg (5.16)

0� x
+=�, t
b � x

+=�
b (5.17)

0� x
g,d, t
b � xb (5.18)

0� dtpv � 1 (5.19)

eb � eb � eb (5.20)

dg,db 2 0, 1f g: (5.21)

The equality constraints in (5.7)–(5.9) are balance constraints, ensuring the

energy flows within the home are conserved. The positive and negative flows

from the grid and battery are coupled using binary variables to ensure only one

of the positive or negative variables is not equal to zero in (5.12)–(5.15).
The battery operation is modeled in (5.10) and (5.11). The former is the (lin-

earized) state-of-charge transition function, linking present and future battery

states via the energy drawn from them. The latter ensures the state of charge
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at the start and end of the day are maintained at a useful level. The remaining

expressions are variable value constraints.

5.2.2.2 Stochastic MILP

In order to incorporate stochasticity into the deterministic version of the home

energy management problem presented above, a large set of scenarios need to

be generated to cover the space of possible realizations of the uncertain vari-

ables. A larger number of scenarios should improve the solution, but this

imposes a greater computational burden. Therefore, heuristic scenario reduc-

tion techniques are employed to obtain a scenario set of size N, which can be

solved within a given time with reasonable accuracy. Given this, a scenario-

based stochastic MILP formulation of the problem is described by:

minimize
XJ
j¼1

Pj sj
� �XT

t¼1

x+, t
g ctg� x�, t

g cfit

� �
, (5.22)

where Pj(sj) is the probability of a particular scenario j corresponding to real-

izations of stochastic variables sj, subject to
P

j¼1
J Pj(sj)¼1.

For each realized scenario, the optimization problem is solved for the whole

horizon at once, using a standard MILP solver, so the solution time grows expo-

nentially with the length of the horizon. In the existing literature, a 1day opti-

mization horizon is typically assumed. The solutions are of lower quality

because of the linear approximations made and the inability to incorporate

all the probability distributions. In response to these limitations, dynamic pro-
gramming was proposed in [25] to improve the solution quality.

Dynamic Programming

The problem in (5.4) is easily cast as an MDP, due to the separable objective

function and Markov property of the transition functions. Given this, DP solves

the MDP form of (5.4) by computing a value function Vπ(st). This is the

expected future cost of following a policy, π, starting in state, st, and is given

by:

Vπ stð Þ¼
X
s02S

ℙ s0j st, π stð Þ,ωtð Þ C st, π stð Þ, s0ð Þ+Vπ s0ð Þ½ �, (5.23)

where ℙ(s0jst, xt ωt) is the transition probability of landing on state s0 from st if
we take action xt. An optimal policy, π∗, is one that minimizes (5.4), and which

also satisfies Bellman’s optimality condition:

Vπ∗ stð Þ¼ min
π∗

Ct st, π stð Þð Þ + Vπ∗ s0ð Þj st� �� �
: (5.24)

The expression in (5.24) is typically computed using backward induction, a

procedure called value iteration, and then an optimal policy is extracted from

the value function by selecting a minimum value action for each state. This is
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the key functional point of difference between DP and stochastic MILP. DP

enables us to plan offline by generating value functions for every time-step.

Once we have the value functions, we can make faster online solutions using

(5.24). Note that a value function at a given time-step consists of the expected

future cost from all the states. This process of mapping states and actions is not

possible with stochastic MILP.

5.2.2.3 Approximate Dynamic Programming

ADP, also known as forward DP, is an algorithmic strategy for approximating a

value function, which steps forward in time, compared to backward induction,

used in value iteration. Policies in ADP are extracted from these value function

approximations (VFA) [28]. Similar to DP, ADP operates on an MDP formu-

lation of the problem, so all the non-liner constraints and transition functions

can be incorporated with the same computational burden as modeling linear

transition functions and constraints. ADP is an anytime optimization solution

technique,2 so we always obtain a solution regardless of the constraints and

the inputs. In this instance, the problem is formulated as a maximization prob-

lem for convenience.

VFAs are obtained iteratively, and here the focus is on approximating the

value function around a post decision state vector, sx
t , which is the state of

the system at discrete time, t, soon after making the decisions but before the

realization of any random variables [28]. This is because approximating the

expectation within the max or min operator in (5.24) is difficult in large prac-

tical applications, as transition probabilities from all the possible states are

required. Pseudo-code of the method used to approximate the value function

is given in Algorithm 1, which is a double pass algorithm referred to as temporal
difference learning with a discount factor λ¼1 or TD(1).

Given this, the original transition function st+1¼ sM (st, xt,ωt) is divided into

the post-decision state:

stx ¼ sM,x st, xtð Þ, (5.25)

and the next pre-decision state:

st+ 1 ¼ sM,ω stx,ω
t

� �
, (5.26)

which are used in Line 12 of Algorithm 1.

An example of the new modified MDP is illustrated in Fig. 5.4, which uses

the mean and variation of the stochastic variables to obtain the post-decision,

and next pre-decision states, respectively. In more detail, at s1, there are three

2. An anytime algorithm is an algorithm that returns a feasible solution even if it is interrupted pre-

maturely. The quality of the solution, however, improves if the algorithm is allowed to run until the

desired convergence.
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Algorithm 1 ADP using temporal difference learning TD(1)

1: Initialize V
t
0, t 2 T,

2: Set r ¼ 1 and t ¼ 1,

3: Set s1.

4: while r � R do

5: Choose a sample path ωr.

6: for t ¼ 0, … , T do

7: Solve the deterministic problem.

8: for a ¼ 1, … , A do

9: Find right and left marginal contributions.

10: end for

11: if t < T then

12: Findthepost-decisionstates (5.25)andthenextpre-decisionstates (5.26).

13: end if

14: end for

15: for t ¼ T, … , 0 do

16: Calculate the marginal values.

17: Update the estimates of the marginal values.

18: Update the VFAs using CAVE algorithm [28].

19: Combine value functions of each controllable device (5.30).

20: end for

21: r ¼ r + 1.

22: end while

23: Return the value function approximations V
t
R 8 t.

—

—
—
—

—

FIG. 5.4 Illustration of the modified Markov decision process, which separates the state variables

into post decision states and pre-decision states.
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possible decisions that take us to three post-decision states, which correspond to

high, middle, and lowest states. However, the next pre-decision state s2 depends
on the random variables ω1.

Given this, the new form of the value function is written as:

V
π
stð Þ¼ max

xt
Ct st, xtð Þ+Vπ,x

stx
� �� �

, (5.27)

where V
π,x

stx
� �

is the VFA around the post-decision state sx
t , given by:

V
π,x

stx
� �¼ Vπ st + 1

� �j stx� �
: (5.28)

This method is computationally feasible because  Vπ st+ 1ð Þj stx
� �

is a func-

tion of the post-decision state sx
t , that is a deterministic function of xt. However,

in order to solve (5.27), we still need to calculate the value functions in (5.28)

for every possible state sx
t for all t. This can be computationally difficult since sx

t

is continuous and multidimensional, so we approximate (5.28).

Two strategies are employed in Algorithm 1. First we construct lookup

tables for VFAs in (5.28) that are concave and piecewise linear in the resource

dimension of all the state variables of controllable devices [29]. For example,

in the VFA for t¼49, which is depicted in Fig. 5.5(A), the expected future

rewards stay the same after approximately 7kWh; so if we are at 7kWh in

the time-step t¼48, charging the battery further will have no future rewards

and will only incur an instantaneous cost if the electricity has to come from the

grid. However, if the electricity price or demand is high then we can discharge

the battery as the expected future rewards will only decrease slightly. Given

this, we never charge the storage when there is no marginal value so the slopes
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of the VFA are always greater than or equal to zero. Accordingly, the VFA is

given by:

V
a
sta,x
� �¼XA

t

a¼1

vtaz
t
a, (5.29)

where
P

aza
t ¼ si, x

t and 0� zta � zta for all a; za
t is the resource coordinate variable

for segment a 2 (1… At), At 2A; zta is the capacity of the segment, and; vta is the
slope. Other strategies that could be used for this step are parametric and non-

parametric approximations of the value functions [28].

Second, we handle the multidimensional state space by generating indepen-

dent VFAs for each controllable device, which are then combined to obtain the

optimum policy. The separable VFA is given by:

Vk sxk
� �¼XI

i¼1

V
i
k si,xk
� �

: (5.30)

For example, for a home energy management system including both a bat-

tery and thermal energy storage (TES), it is possible to separate the VFAs for

battery and TES because their state transitions are independent. Instead, the

interdevice coupling between the battery and the TES only arise through their

effect on energy costs, so it is done in the contribution function in (5.5). If the

state transition functions of the controllable devices depend on each other, then

the VFAs are not separable and we have to use multidimensional value func-

tions. In such situations the number of iterations needed for VFA convergence

will increase and concavity needs to be generalized as well.

Note that when solving a deterministic home energy management problem

using ADP, the post decision and next pre decision states are the same because

the random variables will be zero. However, the remaining steps in Algorithm 1

stay the same. This means, with ADP, there is no noticeable computational bur-

den for considering variation in the stochastic variables compared to solving the

deterministic problem. On the other hand, with DP we have to loop over all the

possible combinations of realization of random variables, which significantly

increases the computational burden.

Home Energy Management Based on Policy Function Approximation

An alternative solution that does not require optimization in the execution stage

is based on policy function approximation (PFA), which uses machine learning

to effectively control PV-storage systems [27]. The algorithm uses an offline

policy planning stage and an online policy execution stage. In the planning

stage, a suitable machine learning technique is used to generate models that

map states (inputs) and decisions (outputs) using training data. The training data

set is generated by solving a deterministic home energy management problem

using a suitable optimization technique (e.g., mathematical programming or
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dynamic programming). In the execution stage, the model generated by the

machine learning algorithm is then used to generate fast real-time decisions.

Since the decisions can be made in real-time, the policy can rely on up-to-date

information on PV output, electrical demand, and battery state of charge. More-

over, we can use PFA models over a long period of time (i.e., months) without

having to update them but still obtain similar quality solutions. The implemen-

tation details of the proposed PFA algorithm are summarized in Algorithm 2,

which proceeds as follows:

1. Generate the training data set by solving the perfect foresight determin-

istic DP-based home energy management over a day to obtain battery

SOC (input) and electrical grid power (output) for corresponding electri-

cal demand and PV output values (inputs) from the SGSC data set

(Line 1).

2. Separate empirical data into seasons and weekends/weekdays. This step is

only required when we have a large empirical data set or the number of pos-

sible clusters (i.e., different day types) that customers can choose are limited

(i.e., depends on customers comfort) (Line 2). The empirical data set used to

train the nonparametric model consists of input states, such as battery SOC,

electrical demand, PV output and electricity tariff; and output decision is the

electrical grid power, as shown in Fig. 5.6.

3. Cluster empirical data into different day types using k-means algorithm. The

empirical data is clustered according to the total daily PV output and elec-

trical demand so the resulting clusters correspond to different day types,

such as sunny day with low demand, sunny day with high demand, cloudy

day with high demand or cloudy day with low demand etc. (Line 3).

4. Train non-parametric models for every time-step in every cluster. We can

train these non-parametric models offline or even real time since it is com-

putationally efficient (Line 4).

Algorithm 2 PFA algorithm

1: Generate empirical data set by solving the perfect foresight deterministic home

energy management problem over a day.

2: Separate empirical data into seasons and/or weekdays/weekends.

3: Cluster empirical data into different day types using k-means.

4: Train non-parametric models for each time-step in every cluster.

5: for k ¼ 1, . . . , K do

6: Compute the electrical grid power using the trained

non-parametric model.

7: Calculate the battery decision that satisfies (5.5).

8: Find the next pre-decision state using (5.3).

9: end for
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5. In real-time, provide inputs to the trained non-parametric model to obtain

the outputs (Line 6). Output is the electrical grid power.

6. Calculate the battery decisions that satisfy (5.5).

7. Obtain the next pre-decision states of the controllable device using the tran-

sition function in (5.3) (Line 8).

In summary, reasonably accurate day-type forecasts allow us to choose the cor-

rect PFAmodel in real-time operation. PFAmodels can be deployed on low cost

computation devices, and don’t rely on large amounts of computation to plan a

policy each period. Once we generate the PFA models, they can be used over

months without updating and still obtain quality solutions.

When historical data are not available, which is typically the case for new

installations, we can use typical day types, as illustrated in Fig. 5.7. Upon instal-

lation, the users only need to choose the correct day type. When new data

become available, the day type estimate can be updated using machine learning.

5.3 Impact of Passive DER on LV Distribution Networks

When penetration levels of solar PV are small, the impact on the networks in

negligible. For these settings, solely focusing on home energy management

is warranted, and local optimization-based approaches like those described

above can be beneficial to customers and the power system.

However, many countries have already reached levels where solar PV has a

material impact on the performance of distribution networks, in particular at LV

Non-parametric model 
(PV-battery)

Battery SOC

Electrical grid power

Electricity price

PV output

Electrical demand

PFA training and online 
policy execution stages

Planning stage(A)

(B)

Historical 
data

Optimization
Training 

data
PFA 

training

FIG. 5.6 (A) Procedure used to obtain PFA training models and (B) PFA model that maps inputs

and outputs for a PV-battery system.When training PFAs, battery SOC and electrical grid power are

obtained from the optimization, and PV output and electrical demand are perfect foresight inputs.

During the online execution stage, PV output and electrical demand are predictions for the next time-

step while the battery SOC is the current value.
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levels. In Australia, for example, state-wide PV penetration in Queensland and

South Australia is already above 30%, with some feeders well above 50%. As an

illustration, consider a low-voltage distribution feeder with different penetra-

tion levels of rooftop PV. Fig. 5.8 illustrates the number of households with

overvoltage problems as a function of PV penetration and the size of the PV

system [30]. As you can see, problems start to emerge as early as at 20% PV

penetration and can affect all users at 60% penetration for PV system sizes

between 5 and 7kW.3

Different strategies have been proposed to mitigate the emerging LV net-

work issues. While some methods leave the responsibility to the distribution

system operator (DSO; e.g., grid reinforcement, and active transformers with

on-load tap changers [31, 32]), other strategies consider a direct participation

of end users. For example, PV generation can be curtailed proportionally to

avoid voltage problems using a dynamic curtailment method [33]. This method

brings benefits to weak nodes that could be highly restricted due to their loca-

tion in the network, but requires designing a cost-sharing model among prosu-

mers to guarantee fair conditions in the curtailment.

At the same time, the increasing uptake of residential batteries has led to

suggestions that the prevalence of batteries on LV networks will serendipitously

mitigate the technical problems induced by PV installations. However, in gen-

eral, the effects of PV-battery systems on LV networks have not been well
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FIG. 5.7 Generic load profiles.

3. In Australia, the average size of new installations in 2018 is around 5.5 kW.
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studied. Therefore, we first look at the effect of uncoordinated penetration of

DER on the performance of LV networks.

To quantify the effects of uncoordinated DER use on LV networks we use

the methodology proposed in [34]. In short, the methodology incorporates home
energy management operational decisions within a Monte Carlo (MC) power

flow analysis, comprising three parts. First, due to the unavailability of large

numbers of load and PV traces required for MC analysis, we used a maximum
a-posteriori Dirichlet process to generate statistically representative synthetic

profiles [35]. Second, a policy function approximation (PFA) that emulates the

outputs of the home energy management solver is implemented to provide bat-

tery scheduling policies for a pool of customers, making simulation of

optimization-based home energy management feasible within MC studies

[27]. Third, the resulting net loads are used in an MC power flow time

series study.

We split the analysis into two parts: (i) the impact of uncoordinated pene-

tration of PV-battery system for different levels of battery penetration, and (ii)

the impact of network tariffs in LV distribution networks.

5.3.1 Uncoordinated Penetration of PV-Battery Systems

We show results for two representative suburban (�5km long, �250 cus-

tomers) 0.4kV LV feeders, an Australian one and a UK one. Typically, Austra-

lian LV networks are designed to have higher capacity than the UK ones, mainly

due to much larger air-conditioning loads. In the analysis, the R/X of the UK

feeder is three times higher than the Australian one, so we expect the UK feeder

to be more prone to overvoltage problems at higher PV penetration levels. The

results are summarized in Fig. 5.9, which shows the percentage of cases with

overvoltage and overloading problems, respectively, for three different battery

penetration levels: 0%, 50%, and 100%.

The frequency of voltage problems with respect to the increasing PV and

battery penetration on the LV feeders is shown in Fig. 5.9, row one. The per-

centage of customers with a voltage problem follows an increasing trend across

both test feeders with respect to rising PV penetration, especially from 30% to
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FIG. 5.8 The effect of PV penetration on LV network voltage.
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100%, while the UK feeder presents more voltage problems due to higher line

impedances. Voltage problems can be reduced by 10%–20% across all test

feeders using home energy management under time-of-use (ToU) tariff. This

scheduling strategy encourages batteries to charge when the electricity price

is low, and discharge when the price is high (during peak hours). However,

the timespan for high PV outputs can extend and even overlap with peak

demand, especially in summer. This is illustrated for some specific case in

Fig. 5.10, in which the peak demand occurs between 4 and 6pm, causing the

battery to discharge during high PV output. This reduces the grid power supply

(pg), when compared to the case without the battery (p̂g). As a result, pg and p̂g
cross at around 4:30pm, where the voltages become the same (as highlighted in

the black boxes). Furthermore, at 4:30pm, the rising demand causes the battery

to decrease its charging power at high PV output, which keeps the voltage high.

In these scenarios, home energy management under ToU is less effective at

reducing over-voltage problems.

The ToU tariff is rather ineffective in reducing the peak demand. Surpris-

ingly, the performance of home energy management with self-consumption

maximization (SCM)4 is only marginally worse, as demonstrated in

FIG. 5.9 Percentage of customers with voltage problems (first row) and transformer loading level

(second row) for three different battery penetration levels: 0%, 50%, and 100%. Each bar from top to

bottom shows the maximum value, 75 percentile, median value, 25 percentile, and minimum values.

4. Under SCM, the battery is charged as soon as PV generation exceeds the demand and is dis-

charged when the generation drops below the demand.
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Fig. 5.11. An illustration for a specific case shown in Fig. 5.12 shows that SCM

forces the battery to charge with excess PV output to reach the battery’s full

capacity, which usually occurs before the sun goes down; as a result, the bat-

tery fails to consistently reduce voltage problems across the entire PV gener-

ation period. Observe in Fig. 5.12 that the battery reaches its full capacity at

3pm. As a result, all excess solar generation after 3pm is exported to the grid,

as illustrated by the section where p̂g overlaps p̂g, keeping the voltage high

between 3 and 6pm. On the other hand, the HEM under ToU considers the

price of electricity, which is an indication of the timely demand and PV gen-

eration. In this method (Fig. 5.10), the charging profile is more evenly distrib-

uted throughout the PV generation period, hence a more consistent reduction

of the problems is expected. Although the HEM with ToU helps reduce volt-

age problems, it is far from the panacea for over-voltage problems. This goes

to show that a different approach is needed to mitigate the adverse impact of

DER penetration. Electricity tariffs with a demand charge might be an option,

which we discuss next.
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5.3.2 Tariff Design as a Means to Mitigate Adverse Network Impact

In theory, cost-reflective tariffs charge consumers according to the extent to

which they contribute to network peak demand and other long-run network cost

drivers. In practice, however, things are a bit more complicated because “one size

fits all” approaches seldom work, and tariff design is no exception. Nevertheless,

demand-based tariffs have been proposed by network service providers as an

interim solution to inequitable pricing and cross-subsidies (between consumers

and prosumers) existing as a result of purely volumetric tariffs.

Given this background, we now examine residential customers’ response to

energy and demand-based network tariffs, in particular the impact of demand-

based charges on peak demand. We consider consumers with solar PV, thermo-

statically controlled loads and battery storage, all managed by a home energy

management system, formulated as a mixed integer linear program (see

Section 5.2.2) aiming to minimize electricity cost. The formulation of the home

energy management problem differs from the existing approaches [25, 26] in

that it also considers the demand charge. Incorporating the demand charge,

however, is challenging. Whilst modeling demand-based tariffs, if the demand

charge is included explicitly in the optimization model as a constraint, the prob-

lem can become intractable, because a min-max problem results even with a

MILP formulation. To overcome this, we implicitly model the peak demand

charge as a linear term in the objective function, with an additional inequality

constraint which limits the monthly demand according to the set demand charge

[36, 37]. In this way, we achieve the same results as with the explicit modeling

of the peak demand constraint but with a lesser computational burden.

For customers facing an energy-based tariff (Flat or ToU) the objective of
the daily optimization model is given as, for all h 2 H:

minimize
pg +
h
,pg�

h
,pb +

h
,pb�

h
,pd

h

X
h2H

Tflt=toupg +h �Tfltpg�h

" #
, (5.31)

where Tflt/tou is flat/time-of-use energy charge, and Tfix/fit is fixed daily charge/

feed-in-tariff (FiT).

For customers facing a demand-based tariff (FlatD or ToUD), the daily

optimization model is given as, for all h 2 H:

minimize
pg +
h
,pg�

h
,pb +

h
,pb�

h
,pd

h
, p̂
Tpkp̂+

X
h2H

Tflt=toupg +h �Tfltpg�h

" #
, (5.32)

where Tpk/ppk is peak demand charge/monthly peak demand. In addition to the

existing MILP constraints, we effectively limit peak demand by imposing:

pg +h � p̂, (5.33)

which is used to limit the grid import according to the demand charge compo-

nent, Tpkp̂ in (5.32).
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We now assess the impacts of different network tariffs on the consumption

pattern of electricity consumers with distributed energy resources, such as ther-

mostatically controlled loads and battery storage, and the resultant effects on the

LV distribution network. Results presented in Fig. 5.13 show that tariffs with a

peak-demand component perform better in terms of electricity cost reduction

for the customer, as well as in reducing average daily peak demand and line

loading for networks with high PV-battery penetration levels, but do little to

reduce seasonal peak loads.

5.4 Active Operation of DER in Distribution Networks

In contrast to the uncoordinated operation of DER on networks, orchestrated

responses by DERs to low voltage network conditions have demonstrated

FIG. 5.13 The impact of different tariff structures on peak demand.

Energizing Demand Side Participation Chapter 5 139



excellent prospects for improving embedded PV-battery and network value.

Essential to this framework is the distribution system operator (DSO). As a con-
cept, a DSO is expected to act analogously to an independent system operator for

transmission and bulk generation assets. In practice, however, the methods used

by a DSO to coordinate and orchestrate DER are likely to be quite different to

those used at high voltage levels, due to the difference in device and network

characteristics, andmost importantly, constraints applied to them by their owners,

including, for example, comfort levels for air-conditioning and timing for

washers and dryers.

In this section, two DSO-administered approaches are covered. First, the

effects of operating a dispatch-based DSO are assessed in [38], where a fleet

of distributed battery energy storage systems successfully moderated losses, volt-

age variations, and phase unbalance on LV networks. In practice, this can be

scaled to thousands of customers using advanced techniques, such those in

[39] or [40]. Indeed, the CONSORT project demonstrates the potential of this

type of orchestrating technology [41], which could sit behind a future DSO, as

flagged by [42]. Moreover, by embedding this type of dispatch engine into an

appropriate auction format, whole-of-feeder dispatchable energy and service

markets, potentially arranged hierarchically into wholesale energy and services

markets, become a technical possibility. An example of this style of approach

to DER coordination is given in Section 5.5.

Second, an alternative DSO approach involves overlaying a permission

structure on peer-to-peer energy markets that allows only trades that do not

violate network technical constraints. This represents a less active role for

the DSO, and relies on a greater degree of active participation by prosumers

(or their agents), but nonetheless, our results demonstrate that it is sufficient

to keep the LV network operating within its technical limits as PV penetrations

increase, while also improving outcomes for PV and battery owners and regular

customers alike. Building on [43], we model a local peer-to-peer energy market

in the presence of different curtailment schemes, and assess the performance of

the trading mechanism on the distribution network. Similarly, we have assessed

the effects of different curtailment regimes on network loadings and also their

impacts on customers with PV units. Again, this shows that trade may be

beneficial to energy prosumers, but there is no guarantee of a positive effect

on the network.

5.4.1 DSO-Operated Storage

A first alternative for active DSO management of LV networks is for the DSO to

invest in and operate their own utility battery systems. These battery systems can be

used as nonnetwork solutions, as alternatives to conventional network augmenta-

tion, or reconfigurations, thereby adding value by avoiding or deferring large cap-

ital investment in place of a smaller capital and operating cost, and improving the

efficiency with which electricity is delivered to customers [44]. Specifically,
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battery systems can be used to ensure voltage and thermal constraints are satisfied,

while also moderating power losses, improving rooftop PV hosting capacity, and

rectifying network unbalance. In particular, they can mitigate over voltages by

absorbing excessive renewable generation in LV networks, and release the stored

energy whenever it is needed [45]. Considering these benefits, the value of battery

systems has risen significantly, especially in Australia, where PV penetration is sig-

nificantly higher than the rest of the world [46].

This section describes a method for managing such DSO-operated utility

battery systems in unbalanced LV networks. A mixed integer quadratic
programmming (MIQP) model is used to minimize annual energy losses and

determine the sizing and placement of battery systems, while satisfying voltage

constraints. A real unbalanced LV UK grid is adopted to examine the effects of

battery systems under two scenarios: the installation of one community battery

system (CBS) and multiple distributed battery systems (DBSs), and the impacts

of battery systems in power losses, the hosting capacity and network unbalance

in LV networks are investigated. Specifically, two scenarios are examined: (i)

the installation of a single CBS, and (ii) the installation of multiple DBSwith the

same aggregated size. In this section, in order to determine the optimal location

and the associated capacity of the battery systems in both scenarios, a linearized

approximation of AC optimal power flow (OPF) is applied (cf. the full AC OPF

model that is considered in later sections). The optimization model aims to

minimize annual energy losses while satisfying voltage constraints. Given

the results of simulations, we assess, quantify, and compare the effectiveness

of these two ESS configurations.

However, there is still considerable debate as to whether a CBS or DBSs is

more valuable to our networks, and currently few studies have compared

their benefits and drawbacks. In [47], a DC OPF model is used to determine

the optimal battery systems sizing and placement. The DC OPF is a linearization

of AC OPF, which is use because it has limited computational complexity, but

this type of approximation is better suited to transmission networks.

In contrast, a full AC OPF can produce more accurate results for distribution

networks, but this representation’s nonlinearities often make the computational

problem intractable. This issue is overcome with convex relaxations, as sug-

gested in [48, 49]. Relaxations are widely used for linearizing higher-order

terms in objective functions and constraints, which often result in a second
order conic programming (SOCP) model. For example, the study in [48] uses

SOCP to show how battery storage can provide voltage regulation, congestion

management, and power loss reduction. However, this method is not applied to

LV networks. The study in [50] describes a linearized AC OPF for optimal bat-

tery system sizing and location on a LV feeder based on cost minimization. It

demonstrated the great potential of battery systems in boosting PV hosting

capacity with the aid from active power curtailment (APC). However, it does

not consider power loss minimization, and the network is assumed to be

balanced.
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Recently, [51] studied the differences between a CBS and multiple DBSs in

a LV network. A forward-backward sweep linearized AC OPF model was

proposed for determining the optimal location and sizing for the battery

systems. However, this study was conducted on a balanced network, and it

failed to investigate the benefits of an optimally placed and sized centralized

battery system. None of the papers above have explored the differences between

a CBS and multiple DBSs when considering their impacts on power losses,

hosting capacity and network unbalance as a whole.

The study that follows uses an unbalanced AC OPF model formulation to

determine the optimal location and the associated battery system capacity.

Our results show that the DBS configuration has an edge over the CBS

configuration in accomplishing the tasks described above, although both of

them are highly effective. The description begins with the battery systemmodel,

before considering the optimal location and sizing problem formulation, and

then discussing simulation results.

5.4.1.1 Battery System Model

Key to this problem is modeling the performance and intertemporal couplings

of the battery systems, which are slightly different to those used in the home

energy management problem. To begin, a battery system’s state of charge, at
time t, is a function of the state of charge at time t�1 and its charging and dis-

charge rates during this time interval. The charging and discharging rates stated

are for one phase only, so they must be multiplied by 3, giving the following

state-of-charge transitions for a battery placed at bus i:

et, i ¼ et�1, i + 3 η +p+
t, i�

1

η�
p�t, i

� 	
Δt: (5.34)

For convenience, the initial state of charge after each cycle (typically 1day)

is fixed, and given by:

eΩ ¼ e0: (5.35)

To ensure that the above constraint can be satisfied, the total charged and

discharged power for one cycle must be the same:

X
t2T

η +p +
t, i�

1

η�
p�t, i

� 	
¼ 0: (5.36)

In addition, the state of charge cannot exceed the minimum and maximum

states of charge at all times, and similarly, charging and discharging rates at

each time interval △ t are constrained by the battery systems characteristics:

0� 3p +
t, i � p+ (5.37)

0� 3p�t, i � p (5.38)
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e� et, i � e: (5.39)

Last, we note that in this study, the charging and discharging efficiencies in

the model are neglected.

5.4.1.2 Optimization Problem Formulation

The optimization model aims to place and size a CBS (or multiple DBS) in

an unbalanced LV network in order to minimize annual system losses. Let ℬ
be the set of buses, L be the set of total network lines, indexed lm where l
and m are elements of ℬ. Denote the single-phase resistance and impedance

Rf,lm and Xf,lm, respectively, for phase f 2 F .

The CBS objective is to minimize system losses, is formally stated as:

minimize
p+, t
l
,p�, t

l
,Bloc

l
,ecom

X
d2D

X
t2T

X
lm2L

ploss, tlm , (5.40)

where D are the days in a year, T are the hours in a day, and plm
loss,t is given by:

ploss, tlm ¼
X
f2F

Rf , lm

ptf , lm

� �2
+ qtf , lm

� �2
v2sub

8f 2F : (5.41)

This objective function indicates that the overall model is a quadratic
problem.

For the DBS case, the single variable ecom in (5.40) is replace with N vari-

ables edistn. Similarly, the battery storage location constraint, corresponding to

the binary variables Bl
loc and given by:X

l2ℰ
Bloc
l ¼N: (5.42)

is adjusted by varying N from 1 (for the CBS case) to the largest number of dis-

tributed battery storage installations under consideration, where ℰ�ℬ are the

set of buses suited to a battery installation.

The study reported below compares the impacts between a CBS and multi-

ple DBS. Therefore, the battery location model above is used to determine the

optimal locations and capacities for multiple DBS, assuming they have the same

aggregated capacity as the CBS. In this scenario, N in (5.42) must be considered

as a variable instead of a problem parameter. At the same time, a constraint

equating the aggregated capacity of the DBS to the size of the CBS is added

to the optimization model: X
j2ℰ

edistj ¼ ecom: (5.43)

In addition to the battery characteristics and battery system location vari-

ables and constraints described above, the model is also subject to branch flow

constraints and voltage constraints. Load flows in LV networks with numerous
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branches can be difficult to solve, especially when the network is unbalanced

and each phase must be taken care of individually. Here, we use the branch flow
model introduced in [52, 53], which has been shown to be accurate in modeling

power flows in radial distributed networks [54]. The equations in this model

show that power flows on each phase from bus l to bus m, can be formulated

as a function of power flows and power losses entering bus m, and the gener-

ation and consumption at bus m. The modified power flow equations with bat-

tery storage placed on bus m, phase f 2 F are presented below (dropping the

time index t as there are no intertemporal couplings in the network constraints):

pf , lm ¼
X
lm2L

pf ,mn +Rf , lm

p2f , lm + q2f , lm
v2sub

 !

+ ploadm �ppvm +
X
j2ε

p +
m�p�m

� �
,

(5.44)

qf , lm ¼
X
m,n2L

f ,mn +Xf , lm

p2f , lm + q2f , lm
v2sub

 !

+ qloadj �q
pv
j ,

(5.45)

v2f ,m ¼v2f ,1�2 pf , lmRf , lm + qf , lmXf , lm

� �

+ R2
f , lm +X2

f , lm

� �p2f , lm + q2f , lm
v2f ,m

:
(5.46)

However, here only the active power flow of battery storage is considered. It

has been clearly illustrated by the literature that the nonlinear terms in (5.44)

and (5.45), representing power losses, can be neglected, as the impacts of these

terms on the objective function are limited [54]. Under this assumption, the

branch flow equations are given by:

pf , lm 	
X
mn2L

pf ,mn + p
load
m �ppvm

+
X
j2ε

p +
m�p�m

� �8f 2F :
(5.47)

qf , lm 	
X
m,n2L

qf ,mn + q
load
m �qpvm 8f 2F : (5.48)

Based on [54, 55], voltage expressions can be linearized by assuming

voltage variations at an arbitrary bus m are close to 0 at all times, for example,

vf,m�vsub	0. This assumption leads to the following expression:

v2f ,m 	 v2sub + 2vsub vf ,m2vsub
� � 8f 2F : (5.49)

The linearized version of the voltage equation can be developed by substitut-

ing (5.49) to (5.46):
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vf ,m 	 vf , l2
pf , lmRf , lm + qf , lmXf , lm

vsub
8f 2F : (5.50)

The accuracy of this equation has been justified by the authors in [53]. In

addition, the model should satisfy the voltage limits for all three phases in pres-

ence of loads and PV generation:

v� vf , l � v 8f 2F : (5.51)

The battery system formulations from (5.34) to (5.39) and the branch flow

(5.47), (5.48), and (5.50), along with voltage and battery storage constraints in

(5.42) and (5.43) formulate a mixed integer quadratic programming model for

determining the optimal location and the associated capacity for the CBS and

the DBS. We now report on a comparison of the effects using the two different

installation patterns.

Test Case

The test LV feeder is from the United Kingdom, which consists of 175 single

phase consumers with a total length of 4.3km. This is an unbalanced network

with 61, 60, and 54 consumers sitting on phase A, B, and C, respectively. Each

load, which follows a specific load profile, adopts a single phase PV system.

This feeder covers a large area and it is reasonably loaded, presenting great

potential for over-voltages. The network diagram is shown in Fig. 5.14.

Load and PV profiles for 1year are generated using the CREST model,

which allows one to generate high resolution PV and load profiles [57]. For this

study, each individual load and PV system is assigned with unique daily load,

and PV profiles with 1h resolution, respectively. When performing simulations,

the base voltage is 0.4kV (1pu) and the phase voltage of transformer secondary

winding is fixed at 0.23kV.

The two performance indices are power losses and the hosting capacity,

which are explained next. First, the primary task of the optimization model

FIG. 5.14 The unbalanced LV network. The black and red circles denote the substation trans-

former and CESS, while the three squares represent DESSs [56].
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is to reduce annual network energy losses. For the base scenario, without any

battery storage, simulations are performed for a year. The total network losses in

summer, autumn, winter, and spring are approximately 2530, 2820, 4660, and

2190kWh, respectively. It can be seen that the total energy loss in winter is sig-

nificantly higher than other seasons due to the employment of heating facilities.

The annual network loss is 12,200kWh, which is expected to be decreased by

implementing the two battery storage configurations.

Second, in order to determine the hosting capacity, the rated power gener-

ation of PV systems on the entire feeder is gradually increased until the voltage

threshold is met. This is most likely to occur at loads towards the end of the

feeder. Specifically, the installed PV capacity is 175kVA in the case that all

PV system is rated at 1kW. Iterative power flow simulation is performed, which

automatically increases PV generation until the voltage limit is exceeded.

A typical summer day is tested using the algorithm, since summer usually pre-

sents less network loading and reasonably high PV generation. The outcomes

indicate that the upper limit is exceeded at bus 2266 at 1pm when each rated

PV generation is raised to 2.1kW. This means the 100% penetration of this

network without battery storage is 368kW.

Community Battery Storage

The results of installing a CBS in the LV network are shown and analyzed in this

section.

Optimization-based simulations are performed for 1year, and the outcomes

suggest an installation at bus 702 with the capacity being 942kWh. The initial

state of charge for each cycle is 282kWh. The annual network energy loss in this

case drops to 9410kWh, which shows a 22.9% reduction compared with the base

scenario. The detailed charging and discharging patterns of a sample day for each

season are observed and presented in Fig. 5.15. It can be seen that summer pre-

sents the highest charging rates around mid-day due to high PV penetration.

2 4 6 8 10 12 14 16 18 20 22 24

Time (h)

–30

–20

–10

0

10

20

30

C
ha

rg
in

g 
an

d 
di

sc
ha

rg
in

g 
ra

te
s 

(k
W

)

Summer

Spring

Autumn

Winter

FIG. 5.15 Charging and discharging rates on a typical day in each season.
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Meanwhile, the discharging period comes at around 4pm in winter as night

falls faster, while this time is delayed in summer, as expected. Due to the long

discharging period in winter, the battery storage must charge in early mornings

to maintain the state of charge on the pre-defined level at the beginning of each

cycle. The corresponding state of charge is illustrated by Fig. 5.16, fromwhichwe

observe that the winter curve reaches its peak at 850kWh at around 5pm, earliest

and highest among all, then drops rapidly due to the high energy consumption.

The battery system with the same charging and discharging patterns is

implemented in Open DSS to quantify the hosting capacity in this scenario.

Applying the samemethod as in the base scenario, an over voltage is discovered

at bus 2266 on a typical summer day at 1pm, with PV systems at all loads being

rated at 2.71kW. This shows that the CBS is capable of increasing the hosting

capacity of the network by 27.8%.

Distributed Battery Storage

In this section, the results of installing multiple DBSs—which have the same

aggregated size as the CBS—in the network are detailed and compared with

the performance indices and the first scenario.

Fig. 5.17 illustrates the improvements in annual energy losses and the host-

ing capacity with respect to different numbers of DBS. An obvious decrease in

energy losses is shown as the CBS is implemented. However, as we continue to

raise the number of storage batteries, the reduction immediately plateaus. When

three batteries are installed, energy loss is decreased only by 190kWh, to

9220kWh, from the previous scenario. After this, the reduction becomes subtle.

This is because the aggregated size is fixed, which limits the performance of the

DBS. Thus, larger numbers of batteries require further increase in the aggre-

gated capacity to become more effective.

Greater number and size of DBS potentially provide greater power loss

reductions; however, these also lead to higher installation cost. Usually, if

the installation cost is considerable and the utilities expect the battery storage
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to be up-gradable for greater performance in the future, multiple DBS can be

applied. Further, the locations for DBS are fairly uniformly distributed on

the main branch of the feeder, which allows the DBS to cover larger areas

and becomemore effective. An example is shown in Fig. 5.14 where the optimal

locations of three DBS are indicated by green squares.

The results presented in Table 5.1 and Fig. 5.17 show that there is an obvious

increase, 27.8%, in the hosting capacity after the CBS is installed. However, this

rate reduces when the large battery storage is divided into DBSs. Specifically,

after two installations, the curve experiences minor fluctuations and the

increase becomes subtle. The utilities must consider this, with the trade-off

between the battery storage costs and performance introduced previously, for

deciding the most beneficial number of installations.

Comparisons of Community and Distributed Battery Storage

Speaking overall, both CBS and DBS can accomplish the tasks described in this

study. Minor improvement can be made when attempting to decrease the VUF

by replacing the CBS with multiple DBS, while this improvement is larger

regarding power losses and the hosting capacity. It is important to realize that

the performance can be improved significantly when increasing the aggregated

capacity of distributed battery storage. However, this is not the case for CBS, for

which a further increase in size will result in more energy losses. Therefore, in

general, DBS can be more effective than CBS if the correct number of DBS is

placed at optimal locations with reasonable sizes, and consequently, they can

make distribution upgrade deferral and increased PV generation a reality.

5.4.2 Peer-to-Peer Energy Trading

Local energy trading between consumers and prosumers is one of the new sce-

narios of growing importance in the domain of distribution networks. Local

0 1 2 3 4 5 6 7

Time (h)

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

A
nn

ua
l e

ne
rg

y 
lo

ss
es

 (
kW

h)

104

360

380

400

420

440

460

480

500

H
os

tin
g 

ca
pa

ci
ty

 (
kW

h)

FIG. 5.17 Annual energy losses (left) and hosting capacity (right) with regard to number of

batteries.

148 Pathways to a Smarter Power System



distribution markets have been proposed as means of efficiently managing

the uptake of DERs [10, 58]. This involves the creation of new roles and

market platforms that allow the active participation of end-users and the direct

interaction between them. This scenario brings potential benefits for the grid

and users, by facilitating: (i) the efficient use of demand-side resources,

(ii) the local balance of supply and demand, as well as, (iii) opportunities for

users to receive economic benefits through sharing and using clean and local

energy.

Given this context, a decentralized peer-to-peer (P2P) architecture has been

proposed to implement local energy trading. Unlike the traditional scheme,

under a P2P scheme, prosumers can trade their energy surplus with neighboring

users. Currently, the implementation of decentralized market platforms is

possible due to new advances in information and communication technology,

such as blockchain and other distributed ledger technologies (DLTs), which

support transparent and decentralized transactions. Many studies have already

considered DLTs as the base of their P2P energy trading platforms [59, 60].

For example, [61] proposed a P2P energy trading model for electrical

vehicles, showing the potential of blockchain to enhance cybersecurity on

P2P transactions. Similarly, the work in [62] demonstrates the benefits of a

TABLE 5.1 Improvement in energy losses and the hosting capacity with

respect to different numbers of batteries

No of

ESSs

Locations Sizes

(kWh)

Power loss

reduction

(%)

Increase in

hosting

capacity (%)

1 702 942 22.9 27.8

2 234, 1704 527, 414 23.6 29.1

3 153, 676, 1786 322, 451,
169

24.5 29.2

4 170, 652, 996,
1786

322, 427,
114, 78

24.6 31.1

5 153, 429, 728,
996, 1786

179, 269,
312, 63, 117

24.7 29.2

6 234, 652, 820,
1484, 1851,
2191

320, 346,
114, 57, 49,
54

24.8 31.4

7 153, 429, 728,
996, 1484, 1786,
1924

179, 269,
312, 39, 34,
17, 89

24.8 30.6
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blockchain-based microgrid energy market using smart contracts. Additionally,

commercial P2P trading pilot projects have also been implemented recently.

Most of these create a cryptocurrency that is used to trade energy between

users.5

However, electricity exchange is different from any other exchange of

goods. Residential users are part of an electricity network, which imposes hard

technical constraints on the energy exchange. Completely decentralized energy

trading, without any coordination, compromises the operation of the network

within its technical limits. Therefore, physical network constraints must be

included in energy trading models. For example, let us assume that a group

of end-users in a typical UK LV network [56] participates in P2P energy trading

without considering the network constraints in their trading mechanism, and the

energy traded is supplied by nondispatchable generation, such as PV systems.

Based on the probabilistic impact assessment methodology proposed in [63], we

evaluated the voltage issues at different levels of PV penetrations. Fig. 5.18

illustrates the impact of PV penetration using different types of conductors

in the network, showing that voltage issues may be worst for networks with
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5. Examples of DLTs in P2P energy trading include PowerLedger (https://powerledger.io), Enosi

(https://enosi.io) and LO3 Energy (https://lo3energy.com).
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greater resistance values. Throughout the day (Fig. 5.18), the most critical sit-

uation happens around midday (peak of PV generation). Similarly, the situation

is worst when there are more prosumers in the network.

P2P Model

We consider a smart grid system for a P2P energy trading in a low-voltage (LV)

network, under a decentralized scheme proposed in [30], where residential users

interact through an online platform. The P2P scheme is illustrated in Fig. 5.19.

The information flows between peers in a decentralized manner. As such, every

peer can interact, through financial flows, with the others; users can sell and buy

energy to/from their neighbors or a retailer. We consider this a realistic assump-

tion, since currently there are pilot projects based on this concept, and it does not

interfere with existing institutional arrangements (retail).6 A general P2P

scheme is a method by which households interact directly with other house-

holds. Users are self-interested and have complete control of their energy used

(different to centralized direct load control structures, in which some entity may

have control of some appliances).

LetH¼{1,2,… ,H} be the set of all households in the local grid. The time

is divided into time slots t2T , where T ¼ 1, 2,…, Tf g and T is the total num-

ber of time slots. The set of all households H is composed of the union of two

sets: consumers P and prosumers C (i.e.,H¼P[C). We assume that all house-

holds are capable of predicting their levels of demand and generation for elec-

trical energy for a particular time slot t. Specifically, we assume consumers bid

in the market based on their demand profiles. As such, a demand profile is not

divided into tasks or device utilization patterns, so that the demand levels rep-

resent the total energy consumption over time. Prosumers are classified into two

Information flows

Household (consumer/prosumer)

Physical links

FIG. 5.19 Model of information flows and physical links between households under a P2P

scheme [30].

6. Examples of pilot projects include Decentralized Energy Exchange (deX) Project, available at

https://arena.gov.au/projects/decentralised-energy-exchange-dex/; and White Gum Valley energy

sharing trial, available at https://westernpower.com.au/energy-solutions/projects-and-trials/white-

gum-valley-energy-sharing-trial/.
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types. Type 1 prosumers include those that have only PV systems; Type 2

includes prosumers that have PV systems, battery storage, and home energy

management systems. Prosumers have two options to sell their energy surplus:

(i) they can sell to the retailer and receive a payment for the amount of energy

(e.g., feed-in tariff), or (ii) they can sell on the local market to consumers who

participate in the P2P energy trading process.

Household Agent Model

A household h2H uses dt
h units of electrical energy in slot t. Likewise, a house-

hold h2H haswt
h units of energy surplus in slot t. The total quantity of electrical

energy purchased in a slot t is given by xt
+, and its price is denoted by st

+. The

total energy consumption xt
+ includes the amount of electrical energy purchased

from the grid and from the local market. Similarly, the quantity of electrical

energy sold in a slot t is given by xt
�, and its price is denoted by st

�. While

the energy surplus of Type 1 prosumers in P comes entirely from the PV sys-

tem, each prosumer Type 2 in P uses its home energy management system to

optimize its self-consumption, considering their demand and energy surplus by

solving the following mixed-integer linear programming (MILP) problem [26]:

minimize
x2X

X
t2T

s+t x
+
t � s�t x

�
t

� �
s:t: device operation constraints,

energy balance constraints, 8t2T ,

(5.52)

whereX is the set of decision variables {xt
+,xt

�}. State variables in the model are

sk
+ and st

�. The former is associated with the price of energy in time slot t, and the
latter with the incentive received for the contribution to the grid. In other words,

st
+ and st

� are related to import tariffs (e.g., flat, time-of-use) or export tariffs

(e.g., feed-in-tariff). The outcome of this process provides net load profiles
for users with a home energy management system. After their self-optimization,

prosumers can export their energy surplus to the grid.

The market mechanism for a P2P energy trading consists of three compo-

nents [30, 43]: (i) a continuous double auction (CDA), (ii) the agents’ bidding

strategies, and (iii) the network permission structure, as described below.

Continuous Double Auction

ACDAmatches buyers and sellers in order to allocate a commodity. It is widely

used, including in major stock markets like the NYSE. A CDA is a simple mar-

ket format that matches parties interested in trading, rather than holding any of

the traded commodity itself. This makes it very well suited for P2P exchanges.

Bids into a CDA indicate the prices at which participants are willing to accept a

trade, and reflect their desire to improve their welfare. As such, the CDA tends

towards a highly efficient allocation of commodities [64]. In more detail, a CDA

comprises:
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l A set of buyers ℬ, where each b2ℬ defines its trading price πb and the

amount of energy to purchase σb.
l A set of sellers S, where each s2S defines its trading price πs and the

amount of energy to sell σs.
l An order book, with bids ob (b, πb, σb, t), made by buyers ℬ, and asks

os (s, πs, σs, t), made by sellers S.
Pseudo-code of the matching process in a CDA is given in Algorithm 3. A CDA

is run for each time slot separately. Any intertemporal couplings that arise on a

customer’s side from using batteries, or loads with long minimum operating

times, are not passed up to the market clearing entity. Once the market is open,

arriving orders are queued in the order book for trades during a fixed interval td
(Lines 2–8), which is limited by the start time td

st and the trading end time td
end

(i.e., td
end¼ td

st+ td). During the trading period, orders are submitted for buying

or selling units of electrical energy in time-slot t. At the end of the trading period,

the market closes—thereby no more offers are received. We assume the orders

arrive according to a Poisson process with mean arrival rate λ. The current best
bid (ask) is the earliest bid (ask) with the highest (lowest) price. A bid and an ask

are matched when the price of a new bid (ask) is higher than or equal to the price

of the best ask os∗(s∗,πs∗,σs∗, t∗) (the best bid ob∗(b∗,πb∗,σb∗, t∗)) in the order
book (Line 9). However, if a new bid (ask) is not matched, then it is added to the

order book, recording its arrival time and price. Note that after matching, an

order may be only partially covered. If this is the case, it will remain at the

top of the order book waiting for a new order. This process is executed contin-

ually during the trading period as new asks and bids arrive.

Algorithm 3 Matching process in a CDA with ZIP traders

1: while market is open do

2: randomly select a new ZIP trader

3: if buyer then

4: new ob (b, πb, σb, t)
5: else

6: new os (s, πs, σs, t)
7: end if

8: allocate a new order in the order book ▹ Evaluatematching process with

best bid and ask

9: if πb
∗�πs

∗ then

10: clear orders ob
∗ and os

∗ at a price πt and amount σt
11: end if

12: Update values of profit margins for buyers and sellers (Algorithms 4 and 5,

respectively.)

13: end while
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Bidding Strategies

Conventionally, market participants (buyers and sellers) define their asks and

bids based on their preferences and the associated costs. The home energy man-

agement systems act as agents for the customers, and are continually responding

to new stochastic information. As such, they appear very unpredictable from the

outside. Moreover, because the market is thin, this can produce large swings in

available energy and prices. In this context, constructing an optimal bidding

strategy is futile, but simple bidding heuristics are still valuable. In particular,

in our study, the agents are zero intelligence plus (ZIP) traders [43, 65]. ZIP
traders use an adaptive mechanism which can give performance very similar

to that of human traders in stock markets. Agents have a profit margin which

determines the difference between their limit prices and their asks or bids.

Under this strategy, traders adapt and update their margins based on the match-

ing of previous orders (Algorithms 4 and 5, respectively). Indeed, the partici-

pation of ZIP traders in a CDA allows us to assess the economic benefits of

the market separate from that of a particular bidding strategy. Specifically,

ZIP traders are subject to a budget constraint (Lmax and Lmin are the maximum

andminimum price respectively) which forbids the trader to buy or sell at a loss.

Then, buyers and sellers select their bids or asks uniformly at random between

these limits.

Network Permission Structure

The outline of the mechanism is presented in Fig. 5.20. A third party entity

(e.g., DSO) validates the transactions using a network permission structure

based on the network’s features and sensitivity coefficients. Specifically, we

incorporate the following sensitivities in the market mechanism [30]:

Algorithm 4 Update ZIP buyers’ profit margins

1: if the last order was matched at price πt then
2: all buyers for which πb � πt , raise their margins;

3: if the last trader was a seller then

4: any active buyer for which πb � πt,
5: lower its margin;

6: end if

7: else

8: if the last trader was a buyer then

9: any active buyer for which πb � πt,
10: lower its margin;

11: end if

12: end if
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l Voltage sensitivity coefficients (VSCs): Through VSCs, we can estimate the

variation in the voltages as a function of the power injections in the network;

l Power transfer distribution factors (PTDFs): These reflect the changes in

active power line flows due to an exchange of active power between

two nodes;

l Loss sensitivity factors (LSFs): These reflect the portion of system losses

due to power injections in the network.

Every time one ask and one bid are matched, voltage variation and line conges-

tion are evaluated. All households receive a signal (ϕh) which informs them if

they can still participate in the market without causing problems in the network.

For instance, one prosumer could be blocked from injecting power into the grid

at a certain time due to the high risk of causing voltage problems in the network.

This is achieved using the VSCs and PTDFs. If the transaction is approved, the

FIG. 5.20 Schematic of the P2P trading under network constraints.

Algorithm 5 Update ZIP sellers’ profit margins

1: if the last order was matched at price πt then
2: all sellers for which πs � πt, raise their margins;

3: if the last trader was a buyer then

4: any active seller for which πs � πt,
5: lower its margin;

6: end if

7: else

8: if the last trader was a seller then

9: any active seller for which πs � πt,
10: lower its margin;

11: end if

12: end if
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extra cost associated with the network constraints are allocated to the users

involved in the matched transaction.

Importantly, power curtailment is implicitly incorporated in the trading.

Thus, this method may bring extra benefits in comparison to other curtailment

methods. For example, users at the worst node location still have the opportunity

to participate if their order can bematched and if the mechanism allows the trade.

This improves the efficiency by allowing greater participation of consumers and a

better reflect of network conditions.

Case Study

As an illustration, we consider a smart grid system for energy trading at a local

level. Themethodology is applied to the UKLV network shown [56], comprising

one feeder and 100 single phase households. The simulations are carried out with

T¼24h,△τ¼15min, and up to 100 agents. There are 50 consumers and 50 pro-

sumers, 40 for Type 1 (PV) and 10 for Type 2 (PV, battery, and a home energy

management system). Each household has a stochastic load consumption profile,

with load profiles using the tool presented in [66]. Similarly, PV profiles are gen-

erated considering sun irradiance data, capturing the sunniest days in order to

evaluate the method on the most challenging yet realistic scenarios. We assume

that all prosumers have a PV system with installed capacity of 5.0kWp. Each

Type 2 households has a battery of 3kW and 10kWh.

Additionally, there is one community electricity storage (CES) of 25kW and

50 kWh operated by the retailer. In particular, the operation objective of the

CES is to apply peak shaving during peak load hours. The CES strategy is to

buy only the energy to charge in the P2P market to other prosumers around mid-

day (when there are low rates and a high number of prosumers with energy sur-

plus) and resell the energy during peak demand hours to the consumers. Like the

prosumers behavior, the CES is modeled as a ZIP trader. We define the price

constraints Lmax and Lmin based on the values of import and export electricity

tariffs through the day. Lmax depends on the time-of-use tariff (ToU) and Lmin on

the feed-in-tariff (FiT). These definitions are consistent in the sense that no

buyer would pay more than the tariff of a retailer (ToU), and no seller would

sell their units cheaper than the export tariff (FiT).

Fig. 5.21 shows the average transaction price (ATP) and the amount of

energy purchased from the grid or in the P2P market during 1day. The trans-

action prices remain in the range of ToU and FiT rates because of the ZIP limits

Lmax and Lmin. Hence, both prosumers and consumers obtain monetary benefits

by participating in P2P trading. Most of the energy is traded during 8:00 and

14:00. During that time, there is an excess of energy due to PV generation. Nota-

bly, there is a peak of energy sold in the market around 11am because of the

charging strategy of the CES. There is some energy traded after 18:00 due to

the CES and the prosumers who kept some energy in the battery. Once the peak

time ends (20:00), the ZIP maximum limit (Lmax) is low. As a consequence, no
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prosumers submit any new asks to trade in the market. Moreover, in this case,

when the total energy surplus from prosumers is greater than the total demand of

consumers (e.g., around midday), some prosumers (those who do not match

their asks with consumers’ bids) have to curtail their power generation.

Fig. 5.22 presents a histogram of voltages at all users’ nodes during 1day of

simulation. There are no cases of overvoltage. The voltages varied between

0.945 and 1.022pu. Around 55% of the voltages are between 0.99 and 1pu.

As such, all exchanges respect the network constraints, and the external costs

were attributed among the households involved in each transaction.

As demonstrated in Fig. 5.23, P2P with network permission consistently out-

performs alternative power curtailment methods used to manage adverse impacts

of DER penetration, including capacity reduction (Red. Cap), tripping, and

FIG. 5.22 Histogram of voltages at users’ nodes—number of occurrences in 1day period at a cer-

tain voltage [pu].
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droop-based active curtailment (APC-OLP). The results show that in the P2P case

there is more energy traded, and the prosumers’ revenue is bigger in comparison

with the other methods. In particular, the drawback of the power curtailment

methods is that they do not consider the impact on the end-users’ revenue. In con-

trast, the P2P scheme offers greater economic benefits to all users.

5.5 Large-Scale Demand Response as Distributed Optimal
Power Flow

A principled way of addressing the problem ofDER dispatch subject to network
constraints is to use distribution optimal power flow (DOPF) [67], which is for-

mulated as welfare maximization as follows:

maximize
pg,pc

X
i2I

cgi p
g
i �
X
i2I

cci p
c
i

s:t: power flow constraints,

power balance constraints, and

DER operational constraints,

(5.53)

where ci
c is marginal benefit of consumption at node i, ci

g is marginal cost of

generation at node i, pi
c is the real power consumption, and pi

g is the real power

generation.7

DOPF produces distribution locational marginal prices (DLMPs), which can

be used to attribute the network cost to the market. In doing so, a central entity

(e.g., DSO) solves the optimization problem across the scheduling horizon with

the goal of minimizing the total cost of supplying power to the consumers,
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FIG. 5.23 P2P vs alternative solutions: prosumers’ total energy supplied and income received.

7. The formulation in (5.53) is general and can vary depending on the application.
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subject to network constraints. As a result, real power losses, and (binding)

capacity and voltage constraints result in DLMPs being different across the net-

work. Conceptually, DOPF is the same as the optimal power flow (OPF) prob-

lem used in the wholesale market.

The DOPF implementation is, however, riddled with technical and market

design barriers. First, the number of market agents (consumers) is significantly

larger than in the conventional OPF problem, so that a centralized DOPF com-

putation can be challenging, if not intractable. To this end, distributed optimiza-

tion approaches have been considered [39, 40, 68] to ensure scalability and to

preserve consumers’ prerogative and privacy [17, 68]. Thirdly, household con-

sumption patterns are stochastic, so proper mechanisms are required to ensure

that the customers follow the allocated power profiles [17, 23, 69]. Finally, a

DOPF implementation would require a complete redesign of the tariff structures,

so it cannot be easily incorporated into the existingmarket framework. A possible

solution would be to use price network services externally, as proposed in [70].

Section 5.5.1 first discusses fast distributed optimization techniques for lar-

gescale demand response aggregation without network constraints.

Section 5.5.2 then discusses distributed OPF using ADMM. Section 5.5.3 dis-

cusses a mechanism design for a faithful implementation of demand response

aggregation (DRA).

5.5.1 Network-Agnostic Demand Response Aggregation

In the absence of network constraints, the DSO can find the minimum cost of

purchasing electricity for a set of households I : ¼ {1, 2, …, I}, over a sched-
uling horizon T : ¼ {t, t+△τ, …, t+T�△τ} (typically 1day) comprising T
time slots, by solving the following problem:

minimize
xi2X i

X
t2T

Ct pt0
� �

, (5.54a)

subjectto
X
i2T

pti ¼ pt0, t2T (5.54b)

X
a2Ai

pti,a�PPV, t
i Δτ¼ pti, t2T (5.54c)

0� pti �Pmax
i Δτ, t2T (5.54d)

where Ct(p0
t ) is the cost of withdrawing from the grid p0

t units of energy at time-

slot t and

xi≔ pti,a
� �

t2T

n o
a2Ai

, pti
� �

t2T

� 	
:

In this setting, it is assumed that each household agent i 2 I controls a set of

flexibledevicesAiwithp
t
i,a 2X i,a being the energyconsumptionvariableofdevice
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a 2 Ai:¼ {1,…,Ai} at time-slot t [68].The control of thesedevices requires theuse
of binary variables which makes the feasible sets X i disjoint, and consequently,

the DR model in (5.54) is a nonconvex problem that belongs to the class of

mixed-integer nonlinear programming (MINLP) problems, which are NP-hard

andnotorious for tending tobe intractablewhen theygrowinsize, if solvedcentrally.

However, by relaxing the coupling constraints (5.54b), the Lagrangian

relaxation bestows a separable structure on problem (5.54). Formally, the

(partial) Lagrangian of (5.54) is given by

L x, λð Þ≔
X
t2T

Ct pt0
� �

+ λt
X
i2I

pti�pt0

 ! !
,

where λ≔ [λτ,… ,λτ+T�Δτ]T is the vector of Lagrange multipliers. Now, the

Lagrange dual function

D λð Þ≔minimize
xi2X i

L x, λð Þ: (5.55)

can be decomposed into I+1 independent subproblems that can be solved in

parallel. In more detail, (5.55) can be rewritten as follows

D λð Þ≔D0 λð Þ+
X
i2I

Di λð Þ, (5.56)

where the DSO solves

D0 λð Þ≔ inf
x02X 0

X
t2T

Ct pt0
� �� λtpt0

� �( )
, (5.57)

and the household agents solve

Di λð Þ≔ inf
xi2X i

X
t2T

λtpti

( )
: (5.58)

Physical system limits restrict the power that can be drawn from the grid to

Gmax, and therefore x0≔ pt0
� �

t2T 2X0≔ pt0 2R +j 0� pt0 �GmaxΔτ, t2T� �
.

Finally, the dual problem is given by

max
λ

D λð Þ: (5.59)

However, in this DR scenario, the concave dual function D(λ) is typically
nondifferentiable. Specifically, as the subproblems in (5.57) and (5.58) can

have multiple optimal solutions for a given vector λ, the subdifferentials

∂D(λ) may be not be unique and the dual function D(λ) can be nonsmooth.8

Consequently, applying the conventional gradient ascent method to this

problem would most likely exhibit very slow convergence.

8. If a function f(x) is smooth, its subdifferential contains only one point and therefore ∂ f(x)¼ r f(x).
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One way to obtain a smooth approximation ofD(λ) is to modify the subprob-

lems in (5.58) to ensure a unique optimal solution for every λ as follows

Dμ λð Þ¼D0 λð Þ+
X
i2I

Di,μ λð Þ, (5.60)

where

Di,μ λð Þ¼ inf
xi2Xi

X
t2T

λtpti +
μ

2
xik k2

 !
, i2I (5.61)

and μ>0 is a smoothness parameter [71]. Since the aim is not only to efficiently

solve the dual problem but also to recover a feasible solution to the primal, a

second smoothing is applied to the dual function to make it strongly concave.

The resulting modified dual function,

Dμ,k λð Þ¼D0 λð Þ+
X
i2I

Di,μ λð Þ� κ

2
λk k2, (5.62)

is now strongly concave with parameter κ>0. Applying a fast gradient method

now ensures the same rate of convergence for krDμ, κ(λ)k as for Dμ, κ(λ
∗)�

Dμ, κ(λ
(k)), where k is the iteration number. This property is essential for recov-

ering a near-optimal solution for the primal in fewer iterations, compared to just

applying a single smoothing [72]. A fast gradient algorithm for solving (5.62) is

described in [68].

Other methods can be used to solve the nonsmooth dual in (5.55) but with

extra care in handling the binary variables. Potential candidates are the cutting

plane method [73], the bundle method [74], the alternating direction method of

multipliers (ADMM) [75], and disaggregated bundle methods [76].

5.5.2 Network-Aware Demand Response Aggregation

In a network-aware demand response scenario, a multi-period OPF problem

with demand response consists of finding the lowest cost of dispatching power

from generators to satisfy the flexible loads at all buses over a scheduling hori-

zon T , in a way that is governed by physical laws, such as Ohm’s Law

and Kirchhoff’s Law, and other technical restrictions, such as transmission line

thermal limit constraints.

By letting

wl ¼ Vlj j2,wr
l,m ¼ℜ VlV∗

m

� �
,wi

l,m ¼ℑ VlV∗
m

� �
, (5.63)

the multi-period OPF with demand response can be written as9

9. See [77] for this alternative formulation of the OPF problem.
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minimize
xi, l2X i, l,ptg, l,q

t
g, l,w

t
l
,wr, t

l,m,w
i, t
l,m,

θtl,p
t
l,m,q

t
l,m,p

t
m, lq

t
m, l

X
t2T

X
glð Þ2G

fg, l ptg, l

� �
(5.64a)

subject to

p
g, l

� ptg, l � pg, l, g, lð Þ 2 G, t2T (5.64b)

q
g, l

� qtg, l � qg, l, g, lð Þ 2 G, t2T (5.64c)

�prg, l � ptg, l�pt�1
g, l � prg, l, g, lð Þ 2 G, t2T (5.64d)

X
a2Ai

pti, l,a�Ppv,
i, l tΔτ¼ pti, l l2B, t2T (5.64e)

0� pti, l �Pmax
i, l Δτ, l2B, t2T (5.64f)

Vlj j2 �wt
l � Vl



 

2, l2B, t2T (5.64g)

θΔl,m � θtl�θtm � θ
Δ
l,m, l,mð Þ 2L, t2T (5.64h)X

g, lð Þ2G
ptg, l�pd, tl ¼

X
m2ℬl

ptl,m +
X
i, lð Þ2I

pti, l + g
sh
l w

t
l, l2B, t2T (5.64i)

X
g, lð Þ2G

qtg, l�qd, tl ¼
X
m2ℬl

qtl,m�bshl w
t
l, l2B, t2T (5.64j)

ptl,m ¼ gcl,mw
t
l�gl,mw

r, t
l,m + bl,mw

i, t
l,m, l,mð Þ 2L, t2T (5.64k)

qtl,m ¼ bcl,mw
t
l�bl,mw

r, t
l,m�gl,mw

i, t
l,m, l,mð Þ 2L, t2T (5.64l)

ptm, l ¼ gcm, lw
t
m�gm, ιw

r, t
l,m�bm, lw

i, t
l,m, lmð Þ 2L, t2T (5.64m)

qtm, l ¼ bcm, lw
t
m�bm, lw

r, t
l,m + gm, lw

i, t
l,m, l,mð Þ 2L, t2T (5.64n)

wr, t
l,m

� �2
+ wi, t

l,m

� �2
¼wt

lw
t
m, l,mð Þ 2L, t2T (5.64o)

θtm�θtl ¼ atan2 wi, t
l,m, w

r, t
l,m

� �
, l,mð Þ 2L, t2T (5.64p)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ptl,m

� �2
+ qtl,m

� �2r
� Sl,m, lmð Þ 2L[Lr, t2T (5.64q)

where fg,l(p
t
g, l)≔c2,g,l(p

t
g, l)

2+c1,g,l(p
t
g, l)+c0,g,l.

10 Themulti-period OPFwith DR

problem in (5.64) has a nonconvex relaxation (of the binary variables) and

belongs to the class of mixed-integer nonlinear programming (MINLP) prob-

lems which are proven to be NP-hard.

10. See [39] for more details on the parameters of the network.
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There is a plethora of existing works on distributed OPF. These can be

broadly classified into four categories: dual decomposition methods, optimality

conditions decomposition (OCD) methods, sparse semidefinite programming

(SDP) decomposition methods, and primal decomposition methods (see [39,

78] for a review). The dual decomposition techniques underlying the dual-

decomposition-based distributed OPF methods in the literature can, in turn,

be classified into two categories: region-based decompositions and

component-based decompositions. The focus of this study revolves around

the latter decomposition techniques, because they can distribute the computa-

tion across every component in the network (generators, transformers, loads,

buses, transmission lines, etc.) and are flexible enough to incorporate discrete

decision variables to suit a wide variety of optimization applications in power

systems and future grids. The result of the component-based dual decomposi-

tion is a consensus problem that can be solved in a distributed fashion using the

alternating direction of multipliers method (ADMM).

In its native form in (5.64), this problem is not separable in terms of

components, as relaxing the coupling constraints in (5.64i) and (5.64j) is not

enough to bestow separability. This is because branch power flow constraints

in (5.64k–5.64n) are dependent on bus variables (voltage and angle variables).

A separable structure can therefore be bestowed by creating copies of the

following variables,

pti, l ¼ pti, l lð Þ , i, lð Þ 2 I , t2T (5.65)

ptg, l ¼ ptg, l lð Þ , g, lð Þ 2 G, t2T (5.66)

qtg, l ¼ qtg, l lð Þ , g, lð Þ 2 G, t2T (5.67)

ptl,m ¼ ptl,m lð Þ , l,mð Þ 2L[Lr, t2T (5.68)

qtl,m ¼ qtl,m lð Þ , l,mð Þ 2L[Lr, t2T (5.69)

wt
l l,mð Þ ¼wt

l, l,mð Þ 2L[Lr, t2T (5.70)

θtl l,mð Þ ¼ θtl, l,mð Þ 2L[Lr, t2T (5.71)

and making sure that these variables are in consensus. The multi-period OPF

with DR problem now becomes

minimize
x,z, wr

ij,w
i
ij

X
t2T

X
g, lð Þ2G

fg, l ptg, l

� �
(5.72a)

subject to (5.64b)–(5.64f), (5.64q), and (5.65)–(5.71) (5.72b)

Vlj j2 �wt
l l,mð Þ � Vl



 

2, l2B, t2T (5.72c)

θΔl,m � θtl l,mð Þ �θtm m, lð Þ � θ
Δ
l,m, l,mð Þ 2L, t2T (5.72d)
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X
g, lð Þ2G

ptg, l lð Þ �pd, tl ¼
X
m2Bl

ptl,m lð Þ +
X
i, lð Þ2I

pti, l lð Þ + g
sh
l w

t
l, l2B, t2T (5.72e)

X
g, lð Þ2G

qtg, l lð Þ �qd, tl ¼
X
m2Bl

qtl,m lð Þ �bshl w
t
l, l2B, t2T (5.72f)

ptl,m ¼ gcl,mw
t
l l,mð Þ �gl,mw

r, t
l,m + bl,mw

i, t
l,m, l,mð Þ 2L, t2T (5.72g)

qtl,m ¼ bcl,mw
t
l l,mð Þ �bl,mw

r, t
l,m�gl,mw

i, t
l,m, l,mð Þ 2L, t2T (5.72h)

ptm, l ¼ gcm, lw
t
m m, lð Þ �gm, lw

r, t
l,m�bm, lw

i, t
l,m, l,mð Þ 2L, t2T (5.72i)

qtm, l ¼ bcm, lw
t
m m, lð Þ �bm, lw

r, t
l,m + gm, lw

i, t
l,m, l,mð Þ 2L, t2T (5.72j)

wr, t
l,m

� �2
+ wi, t

l,m

� �2
¼wt

l l,mð Þw
t
m m, lð Þ , l,mð Þ 2L, t2T (5.72k)

θtm m, lð Þ �θtl l,mð Þ ¼ atan2 wi, t
l,m, w

r, t
l,m

� �
, l,mð Þ 2L, t2T (5.72l)

where

x≔

ptg, l, q
t
g, l

n o
t2T

n o
g, lð Þ2G

pti, l
� �

t2T

n o
i, lð Þ2I

pl,m, ql,m, wl l,mð Þθl l,mð Þ

n o
t2T

n o
l,mð Þ2L[Lr

2
66664

3
77775,

and

z≔

ptg, l lð Þ , q
t
g, l lð Þ

n o
t2T

n o
g, lð Þ2G

pti, l lð Þ

n o
t2T

n o
i, lð Þ2I

ptl,m lð Þ , q
t
l,m lð Þ

n o
t2T

n o
l,mð Þ2L[Lr

wt
l, θ

t
l

� �
t2T

n o
l2B

2
666666664

3
777777775
:

Let Nx¼Nλ¼ (2 jGj+ jI j+4 jL [ Lr j)
jT j and Nz¼ (2 jGj+ jI j
+2 jL [ Lr j+2 jℬ j)
jT j. Problem (5.72) is now of the general form

minimize
x2X ,z2Z

f xð Þ+ g zð Þ (5.73a)

subject to Ax +Bz¼ c, (5.73b)

where f :RNx!R and g :RNz!R are closed convex functions, A¼ I2Nλ
Nx,

B2RNλ
Nz, and c2RNλ.11 Constraints (5.73b) are defined by (5.65)–(5.71),X is

11. Note that c ¼ 0 in this OPF case.
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the feasible set defined by constraints (5.64b)–(5.64f), (5.64q), (5.72c), (5.72d),
(5.72g)–(5.72l) and Z is the feasible set defined by constraints (5.72e) and

(5.72f). The augmented (partial) Lagrange function of (5.73) is written as

Lρ x, z, λð Þ≔ f xð Þ+ g zð Þ + λT Ax +Bz� cð Þ
+
ρ

2
Ax+Bz� ck k2, (5.74)

where ρ>0 is a penalty parameter and λ2RNλ, is the vector of dual variables

associated with coupling constraints (5.73b). The augmented Lagrangian in

(5.74) is not separable in terms of sets of variables (X and Z). Nonetheless,

ADMM can be used to decouple these sets of variables, by using alternate min-

imizations over these sets. In particular, given the current iterates (xk, zk, λk),
ADMM generates a new iterate (xk+1, zk+1, λk+1) as follows

xk + 1≔argmin
x2X

Lρ x, zk, λk
� �

, (5.75a)

zk + 1≔argminLρ
z2Z

xk + 1, z, λk
� �

, (5.75b)

λk + 1≔λk + ρ Axk + 1 +Bzk + 1� c
� �

: (5.75c)

In general, if the setsX andZ are convex and the primal problem is feasible,

ADMM is guaranteed to converge to an optimal point [79]. However, the multi-

period OPF with DR problem at hand is nonconvex and, therefore, ADMM is no

longer theoretically guaranteed to converge.

The advantage of the component-based decomposition is smaller subprob-

lems that can be solved efficiently. In fact, by adopting the above formulation,

which uses the alternative formulation of the OPF problem, bus subproblems

now have closed-form solutions (see [39]).

The primal residuals are defined as

rk + 1 ¼ r
k + 1ð Þ
1 ,…, r

k + 1ð Þ
Nλ

h i
¼Axk + 1 +Bzk + 1� c, (5.76)

and the dual residuals as

sk + 1 ¼ s
k + 1ð Þ
1 ,…, s

k + 1ð Þ
Nλ

h i
¼ ρATB zk + 1� zk

� �
: (5.77)

The algorithm in (5.75) is terminated when

rk
�� ��� Epri and sk

�� �� � Edual, (5.78)

where Epri and Edual are feasibility tolerances which are chosen using an absolute
and relative criterion as follows

Epri ¼
ffiffiffiffiffiffi
Nλ

p
Eabs + Ere1max Axk

�� ��, Bzk
�� ��, ck k� �

, (5.79)

Edual ¼ ffiffiffiffiffi
Nx

p
Eabs + Erel ATλk

�� ��, (5.80)
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where Eabs>0 and Erel>0 are absolute and relative tolerances, respectively

(see [79]). The values of rk and sk indicate how distant the iterates are from

a solution. More specifically, rk approaches zero when the iterates accurately

satisfy the coupling constraints, and sk approaches zero as the iterates approach
a minimizer of the objective.

At each iteration of the distributed algorithm in (5.75), the DSO sends price

signals, to which the agents respond by computing the local demand schedule

that minimizes their payments. These demand schedules are then communi-

cated back to the DSO and the prices are updated. This process is repeated until

the algorithm converges to a near-optimal price vector that minimizes the total

cost of purchasing electricity.

Despite the absence of theoretical guarantees of convergence and the pres-

ence of binary variables, ADMM applied to a problem of the form (5.72) has

been empirically shown in [80] to converge to near optimal solutions on a

suburb-sized microgrid within computation times that are practical for

receding-horizon control.

The convergence of ADMM is in practice sensitive to the choice of penalty

parameter and is therefore problem dependent [79]. A natural extension is to

use variable penalty parameter methods such as residual balancing [81] and

adaptive penalty schemes [82], which allow this penalty parameter to vary at

each iteration k.

5.5.3 Faithful Mechanism Design for Demand Response Aggregation

Any economic mechanism consists of an allocation rule and a payment rule
[83], which are used to implement a particular objective function. For exam-

ple, an English auction for a single indivisible item has an allocation rule of

“highest bidder wins” and a payment rule of “winner pays their bid” that

together implement the social objective of allocating the item to the bidder

that values it the most (the Pareto-efficient outcome). The same procedure

can be followed for more general settings, in which any particular objective

function is being implemented. However, in the presence of self-interested

actors, a corresponding payment rule needs to be defined to ensure that the

actors truthfully implement their assigned protocols, which are based on

the preferences of the users themselves, and their allocated schedules. The

problem of deriving such a payment rule is the problem addressed in this

section.

If the distributed algorithm in (5.75) is to be considered as a distributed

mechanism for residential electricity pricing, its outcome would be an alloca-

tion vector x̂i and a payment vector ℘i λ̂i
� �

for each agent i 2 I . In more detail,

the near-optimal allocation vector x̂i and Lagrange multipliers λ̂i (associated
with consensus constraints (5.65)) are iteratively computed as in (5.75), in

which the agents are assumed to faithfully implement their prescribed protocols

(or algorithms)
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x
kð Þ
i ≔argmin

xi2X i

X
t2T

λ̂
t, kð Þ
i pti

� �( )
, i2I , (5.81)

at each iteration k. Additionally, the utility of agent i at time-slot t would be

Ut
i wt

i, λ
t
i

� �
≔�℘t

i wt
i, λ̂

t

i

� �
¼�wt

iλ̂
t

i,

where wi
t is the actual consumption of agent i at time-slot t, revealed by the

smart meters after time-slot t has elapsed.
There are two ways the agents can manipulate the outcome of a distributed

algorithm if it leads to a decrease in their payment. The agents can either tamper

with their assigned computation in (5.81) and/or misreport the result of this com-

putation. Specifically, one obvious way for agent i to maximize Ut
i wt

i, λ̂
t

i

� �
is to

minimize λ̂
t

i. This can be easily done by reporting any value of p̂
t
i less than the true

value pi
t, which leads the mechanism to choose λ̂

t

i less than the true λi
t. In the

extreme case, the agents can collude and report x̂i ¼ 0, at each iteration k, which

results in λ̂i ¼ 0 and therefore a total utility of 0 for each agent i 2 I . Therefore,
without a carefully designed payment scheme, the distributed algorithm in (5.75)

would be prone to manipulation by self-interested and strategic agents, who aim

to maximize their utilities. Consequently, a mechanism directly based on a dis-

tributed dual-decomposition algorithm, like the one in (5.75), is not efficient. In

other words, because it can be easily manipulated, it would not be able to find an

outcome that maximizes the social welfare (the sum of the utilities of the agents

based on their true information).

To prevent this gaming behavior, a distributedmechanism should be designed

to incentivize the agents to faithfully implement their prescribed computation and

truthfully report their negotiated total hourly demands at each iteration of the dis-

tributed algorithm.More specifically, the payment function should be designed to

bring faithful computation to a dominant-strategy equilibrium. In a dominant-

strategy equilibrium, it is in the best interest of every agent to follow all aspects

of the algorithm—computation and message-passing—whatever the private

types of the other agents, even if the other agents do not follow the prescribed

protocol [84]. This latter requirement makes a dominant-strategy equilibrium

stronger than an ex post Nash equilibrium, in which the prescribed protocol is

the best protocol for every agent as long as the other agents also follow the pre-

scribed protocol. Another desired property is collusion-proofness in a dominant-

strategy equilibrium, in which no deviation by a coalition of agents can strictly

improve the outcome of even a single agent in that coalition.

One way to ensure the desired properties of faithfulness and collusion proof-

ness is to modify the payment from each agent i at time-slot t as follows

℘t
i w

t
i; p̂

t
i, ϑ

t
� �

≔κ0 +
κ1wt

i

κ2e
�
ϑ

2
wt
i
�p̂tið Þ2

� 	
+ κ3

� κ4w
t
i, (5.82)
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where κ0≔wt
iλ̂
t

i,κ1≔λtw, iS,κ2≔ Smax �Smin
� �

,κ3≔Smin ,κ4≔κ1=Smax , Smax, and

Smin are scaling parameters and S:¼ (Smax�Smin)/(Smax�Smin) is a scaling

parameter for λtw, i.
12 The payment function in (5.82) couples agent i’s actual

consumption wi
t with its report p̂ti directly, and indirectly through λtw, i, which

is the electricity price (Lagrange multiplier) obtained from the actual consump-

tion wi ¼ wt
i

� �
t2T . More specifically, λw, i≔ λtw, i

� �
t2T is the Lagrange multiplier

vector associated with constraint (5.65) of problem (5.72), but with (fixed) wi

instead of variables xi.
Since this electricity pricing scheme is the result of an efficient coordi-

nated negotiation between the DSO and the prosumers, it does not suffer from

rebound peaks in the aggregate residential demand, which is a major advan-

tage over existing time-varying electricity rate plans like time-of-use (TOU)

pricing and critical-peak pricing (CPP). These existing time-varying prices

(TOU and CPP) are not a result of coordination among the agents, so it should

not be surprising that they have been shown to create rebound peaks that stem

from the synchronized responses of the agents, when deferring their flexible

loads [85]. These rebound peaks can be higher and steeper than the original

peaks that TOU and CPP electricity pricing structures were intended to

eliminate.

The payment function in (5.82) can also be thought of as a hedging against

strategic uncertainty that arises in this setting. In fact, there are two types of

uncertainties in this setting: strategic uncertainty and demand/generation

uncertainty. Strategic uncertainty arises when self-interested agents perceive

an opportunity to manipulate a DR scheme for their own benefit, either

through manipulating their assigned protocols or by deviating from their allo-

cated DER policy. The chain of reasoning is as follows: the negotiated con-

sumption policies are based on the preferences of the users and the

mechanism’s payment rule incentivizes the users to be truthful in implement-

ing their assigned protocols, which are based on these preferences. This allows

the DSO to iteratively compute the cost minimizing policies for each user. The

payment rule then incentivizes the users to accurately follow the resulting pol-

icy profiles, instead of trying to manipulate these outcomes if it leads to higher

monetary savings; and this thereby reduces strategic uncertainty. Demand/

generation uncertainty is addressed by embedding the mechanism in a

receding-horizon control process, which allows time-coupled devices to be

accurately controlled in an uncertain environment. At first glance, this

receding-horizon control mechanism might seem like a highly dynamic pric-

ing, which might be hard for users to follow [86], but since the households are

(assumed) equipped with an energy management system, all the users have to

do is follow the schedule suggested by the energy management system and this

guarantees the minimum cost of electricity.

12. See [69] for the proofs.
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5.6 Generic Aggregate Prosumer Model for Future Grid Studies

The increasing uptake of residential PV-battery systems is bound to signifi-

cantly change demand patterns of future power systems and, consequently, their

dynamic performance. In this section, we describe a generic demand model that

captures the aggregated effect of a large population of price-responsive users

equipped with small-scale PV-battery systems, called prosumers, for market

simulation in future grid scenario analysis [87].

5.6.1 Modeling Assumptions

The main purpose of developing generic demand models is to provide accurate

dispatch decisions for balancing and stability analysis of future grid scenarios.

Given the uncertainty associated with future grid studies, the modeling frame-

work should be market structure agnostic, and capable of easy integration of

various types and penetrations of emerging demand-side technologies. To this

effect, we make the following assumptions:

1. The loads are modeled as price anticipators. It is well understood that pricetak-

ing load behavior, which simply responds to a given price profile, can result in

load synchronization, i.e., all users move their consumption to a low-price

period, resulting in an inefficient market outcome. In contrast, price anticipa-

tory loads influence the electricity price by playing “a game” with the whole-

sale market. The game is captured by a bi-level model. Specifically, the price-
anticipating assumption implies that the aggregate effect of the prosumers is to

change the market clearing prices and quantities, and, moreover, that the pro-

sumers have a model of this effect. Given this, the prosumer aggregation bids

follow an equilibrium strategy, with an accurate expectation about the response

of the market; this is the standard reasoning behind a Cournot or Stackelberg

game formulation corresponding to a bilevel optimization problem

This equilibrium strategy can be thought of as being generated by the fol-

lowing iterative process: First, the market operator creates a price profile by

clearing the market based on the predicted demand. Second, the prosumers

(and other price-anticipatory participants) respond by shifting their consump-

tion to cheaper time slots. This gives a new demand profile, and the market

operator clears the market again, and the process repeats until convergence.

Note that the proposed model does not specify an iterative mechanism, but

rather, it encodes the optimality conditions for any price profile for the pro-

sumers in Karush-Kuhn-Tucker (KKT) conditions, and in this way it captures

the outcome resulting from the price-anticipatory prosumer behavior

In contrast, we can model the loads as price-takers, inspired by the smart

home concept [25] where the loads respond to the electricity price to min-

imize energy expenditure. With a large penetration of price-taking prosu-

mers the marginal benefit might become negative when secondary peaks

are created due to the load synchronization (as an illustration, see
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Fig. 5.24 showing the operational demand with different penetrations of pro-

sumers). Therefore, demand response aggregators (henceforth simply called

aggregators) have started to emerge to fully exploit the demand-side flexibil-

ity. To that effect, the model implicitly assumes an efficient mechanism for

demand response aggregation (see [17] for a discussion on practical imple-

mentation issues). However, specific implementation details, like price struc-

ture or the division of the profit earning by the aggregated collection of

prosumers, are not of explicit interest in the proposed model.

2. The demandmodel representing an aggregator consists of a large population

of prosumers connected to an unconstrained distribution network, who col-

lectively maximize self-consumption made possible by an efficient internal

trading and balancing mechanism, like peer-to-peer energy trading

(Section 5.4.2) or large-scale demand response aggregation (Section 5.5).

3. Aggregators do not alter the underlying power consumption of the prosu-

mers. That is, except for battery losses, the total power consumption before

and after aggregation remains the same; however, the grid power intake pro-

file does change, as a result of the prosumers using batteries to maximize

self-consumption.
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FIG. 5.24 Operational demand with different penetrations of price-taking (top) and price-

anticipating prosumers (bottom).

170 Pathways to a Smarter Power System



4. Prosumers have smart meters equipped with home energy management

systems for scheduling of the PV-battery systems. Also, a communication

infrastructure is assumed that allows a two-way communication between the

grid, the aggregator and the prosumers, facilitating energy trading between

prosumers in the aggregation.

These assumptions appear to be appropriate for scenarios arising in time frame

of several decades into the future.

5.6.2 Bi-level Optimization Framework

In the model, we are specifically interested in the aggregated effect of a large

prosumer population on the demand profile, assuming that the prosumers col-

lectively maximize their self-consumption. Given that the objective of the

wholesale market is to minimize the generation cost, the problem exhibits a

bi-level structure. In game theory, such hierarchical optimization problems are

known as Stackelberg games. They can be formulated as bi-level mathematical

programs of the form [88]:

minimize
x,y

Φ x, yð Þ
subject to x, yð Þ 2Z

y2S¼ arg min
y

Ω x, yð Þ : y2C xð Þf g

where x 2 ℝn, y 2 ℝm, are decisions vectors, and Φ (x, y): ℝn+m!ℝ and Ω (x,

y): ℝn+m!ℝ are the objective functions of the upper and the lower-level

problems, respectively.Z is the joint feasible region of the upper-level problem

and C(x) the feasible region of the lower-level problem induced by x. In the

existing market models that adopt a hierarchical approach, the coupling variable

y is the electricity price (e.g., [88, 89]). That is, the upper-level (the wholesale

market in our case) determines the price schedule, while the lower-level (the

aggregator acting on behalf of the prosumers), optimizes its consumption based

on this price schedule.

Fig. 5.25 shows the structure of the proposed modeling framework. The

demand model consists of two parts: (i) inflexible demand, pd
inf,m, with a fixed

demand profile, representing large industrial loads and loads without flexible

resources; and (ii) flexible demand, pd
flx,m, comprising a large population of pro-

sumers who collectively maximize self-consumption. Note that not every bus in

the system has a load connected to it, hence the distinction between an aggre-

gator m 2 M and bus i 2 ℬ. Unlike in most existing studies, the interaction

between the wholesale market and the aggregators in our model is through

the demand profile of the aggregator, pd
flx,m. Note, also, that in contradistinction

to the price-taking assumption when the electricity price is known in advance,

now the collective action of the prosumers affects the wholesale market dis-

patch, which is the salient feature of the proposed model.
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5.6.2.1 Upper-Level Problem (Wholesale Market)

To emulate the market outcome, the upper-level problem is cast as a unit com-

mitment (UC) problem aiming to minimize the generation cost:

minimize
s,u,d,p,θ

X
h2H

X
g2G

cfixg sg,h + c
su
g ug,h + c

sd
g dg,h + c

var
g pg,h

� �
, (5.83)

where sg,h, ug,h, dg,h 2 {0, 1}, pg,h 2 ℝ+, θi,h 2 ℝ are the decision variables of

the problem. The problem is subject to the following constraints:

X
g2Gi

pg,h ¼
X
m2Mi

pinf,md,h + pflx,md,h

� �
+
X
l2Li

pl,h +Δpl,hð Þ, (5.84)

|Bi, j θi,h�θj,h
� �|� pl, (5.85)

p
g
sg,h � pg,h � pgsg,h, (5.86)

ug,h�dg,h ¼ sg,h� sg,h�1, (5.87)

X
gsynch2R pgsg,h�pg,h

� �
� presr,h, (5.88)

ug,h +
Xτug�1eh¼0

d
g,h+eh � 1, (5.89)

dg,h +
Xτdg�1eh¼0

u
g,h+eh � 1, (5.90)

�r�g � pg,h�pg,h�1 � r +g , (5.91)

FIG. 5.25 Structure of the bi-level market model.
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arg min
pflx
d
,pb,eb

X
h2H

pflx,md,h subject to 1:94ð Þ� 1:97ð Þ
( )

, (5.92)

where (5.84) is the power balance equation at each bus i in the system,13 with Gi,

Mi, Li representing respectively the sets of generators, aggregators and lines

connected to bus i, and pd,h
inf,m, pd,h

flx,m, pl,h
i,j , and Δpl,hi,j representing, respectively,

the inflexible and flexible demand of aggregator m, line power and line power

loss (assumed to be 10% of the line flow) on each line connected to bus i; (5.85)
represents line power limits; (5.86) limits the dispatch level of a generating unit

between its respective minimum and maximum limits; (5.87) links the status of

a generator unit to the up and down binary decision variables; (5.88) ensures

sufficient spinning reserves are available in reach region of the grid; (5.89)

and (5.90) ensure minimum up and minimum down times of the generators;

(5.91) are the generator ramping constraints; and (5.92) is the constraint result-

ing from the prosumer aggregation optimization problem, as explained in the

next section.

5.6.2.2 Lower-Level Problem (Aggregators)

The prosumer aggregation is formulated in the lower-level problem. The loads

within an aggregator’s domain are assumed homogeneous, which allows us to

represent the total aggregator’s demand with a single loadmodel. The flexibility

provided by the battery is only used to maximize self-consumption, with grid

supply readily available. This implies that the end-users’ power consumption

pattern is left unaltered, so that their comfort is not jeopardized.

The coupling between the upper-level (wholesale) and the lower-level

(retail) problem in the proposed model is through the power demand. This

removes the need to define the market in terms of a pricing mechanism or rule,

and it follows that the electricity price is not explicitly shown in the optimiza-

tion problem. This is why it is called a generic model.
This approach stands in contrast to other existing bi-level formulations [88,

89], in which the loads and the wholesale market are coupled through the elec-

tricity price. The prices generated by any market depend inherently on the spe-

cific pricingmechanism adopted. However, in practice, several different pricing

rules can implement a desired outcome, including the widely used uniform price

reverse auction or nodal pricing mechanisms. For example, the electricity price

could comprise the dual variables associated with the power balance constraint

(5.84) and power flow constraints (5.85) of the upper-level problem, plus retail/

aggregator and network charges. Moreover, a range of different pricing rules

result in different retail/aggregator and network charges, with all supporting

an efficient outcome. However, by instead coupling the upper- and lower-level

13. Note that the flexible demand of each aggregator m, pd,h
flx,m couples the upper-level (wholesale

market) problem with each of the m lower-level (aggregator) problems.
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problems via power demand, our proposed model avoids the need to specify a

particular pricing rule, which makes it market-structure agnostic. Nonetheless,

it is fair to assume that in any practical system, users will have access to a price

forecast14 and other bidders’ historical behavior—but these are all market

design-specific. In the absence of pricing rule details, the proposed optimization

model does not require such information.

Specifically, the lower-level problem is formulated as follows for each

demand aggregator m 2 M:

minimize
pflx
d
,pb,eb

X
h2H

pflx,md,h , (5.93)

where the decision variables of the problem are flexible demand pd
flx,m, battery

power pb, and battery capacity eb. The problem is subject to the following

constraints:

pflx,md,h ¼ pu,md,h �pmpv,h + p
m
b,h, (5.94)

emb,h ¼ ηmb e
m
b,h�1 + p

m
b,h, (5.95)

pm
b
� pmb,h � pmb , (5.96)

emb � emb,h � emb , (5.97)

where (5.94) is the power balance equation; and (5.95)–(5.97) are the battery

storage constraints. Power pd,h
u,m is the underlying power demand of the prosu-

mers. Note that except for battery losses, the underlying power demand does

not change, however the power intake from the grid can. Finally, the KKT opti-

mality conditions of the lower-level problem are added as the constraints to the

upper-level problem, which reduces the problem to a single mixed integer linear

program that can be solved using of-the-shelf solvers. Note that because the two

levels interacts through a power, not through a price, unlike in [88], no linear-

ization is required.

5.6.3 Case Study

As an illustration, we consider a future grid scenario for the Australian National

Electricity Market (NEM) with a 40% penetration of variable renewable gen-

eration (wind and solar PV). Inspired by two recent Australian 100% renew-

ables studies [90, 91], part of coal generation is replaced with wind and

utility PV, which results in 28.94 GW coal, 5.22GW gas, 2.33GW hydro,

21GW wind, and 12GW utility PV. Given the deterministic nature of the

model, we assume 10% reserves for each region in the system to cater for

14. Note that in a HEM problem [25], a HEM system is an agent acting on behalf of a prosumer, and

the electricity price is known ahead of time, resulting in a price-taking behavior.
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demand and errors in forecasts of renewable energy sources. In market simula-

tions, generators are assumed to bid according to their short-run marginal costs,

while renewable energy sources bid at zero cost. Simulations are performed

using a rolling horizon approach with hourly resolution assuming a perfect fore-

sight. The optimization horizon is 3days with a 2-day overlap.

We assume four different prosumer penetrations: zero, low, medium, and

high. With no prosumer penetration, the demand is assumed inflexible. For

the other three scenarios, we assume that part of the demand is equipped with

small-scale (residential and small commercial) PV-battery systems. The PV

capacities are respectively 5GW, 10GW, and 20GW for the low, medium,

and high uptake of prosumers (the existing penetration in the NEM is 8GW).

We consider three different amounts of storage: zero, 2 kWh, and 4 kWh of

storage for 1kW of rooftop PV.15

Dispatch results for a typical summer week with high demand for a

medium prosumer penetration with, respectively, zero, 2h, and 4hhours of

storage are shown in Fig. 5.26. The figure shows, respectively, generation

dispatch results (top row), combined flexible demand of all aggregators
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FIG. 5.26 Dispatch results for a typical summer week with high demand for a medium prosumer

penetration with different amounts of storage: zero (left), 2h (middle), and 4h (right).

15. A typical ratio in the NEM today is 2 h of storage [7], however, in the future, this will likely

increase due to the anticipated cost reduction.
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(middle row), and a combined battery charging profile of all aggregators

(bottom row). Observe that in all six cases peak demand occurs at mid-day

due to a high air-conditioning load. After sunset, however, the demand is still

high, so gas generation is needed to cover the gap. In the available generation

mix, gas has the highest shortrun marginal cost, which increases the electric-

ity price in late afternoon/early evening. The balancing results over the

simulated year have revealed that the increased renewable penetration in

the renewable scenarios requires more energy from gas generation compared

to business as usual. This is due to the intermittency of renewables, and the

ramp limits of conventional coal-fired generation. An increased penetration

of prosumers with higher amounts of storage, however, reduces the usage of

gas due to a flatter demand profile.

Observe in Fig. 5.26 how an increasing amount of storage increases prosu-

mers’ self-sufficiency. Without storage, the load is supplied by PV during the

day, and the rest is supplied from the grid. When storage is added to the system,

batteries are charged when electricity is cheap (mostly from rooftop PV during

the day and from wind during the night) and discharged in late afternoon to off-

set the demand when the electricity is most expensive. Note that the plots in the

bottom two rows show a combined load profile of all aggregators in the system,

which explains why storage is seemingly charged and discharged simulta-

neously. Observe also how high amounts of storage (rightmost column in

Figs. 5.26) flatten the demand profile. During the day, the flexible demand is

supplied by rooftop PV, which reduces the grid demand, while during the night,

with sufficient wind generation, batteries are charged, which increases the grid
demand. A flatter demand profile also has a significant beneficial effect on

loadability and static voltage stability.

5.7 Conclusion

A combination of government support and falling technology cost has resulted

in a rapid uptake of behind-the meter distributed energy resources. For a while,

the networks were free-ride beneficiaries of that wave, mainly because of

reduced peak demands. That era, however, is all but over. In many countries

(e.g., Germany and Australia) the uptake has reached a point where high and

uncoordinated penetration of behind-the meter distributed energy resources

has started to cause network issues, so alternative solutions for the operation

of LV networks need to be found.

In this chapter, we have shown that not all is doom and gloom. On the

contrary, properly coordinated prosumer-owned DERs can offer system ser-

vices while minimizing the cost for the owners. However, this needs to be

done in a way that preserves prosumer’s prerogative and privacy. To that

end, we argue that the problem needs to be tackled bottom up, starting with

the home energy management problem as the fundamental building block.

Next, the aggregation should be done at the household level not at the device
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level, as done in the existing approach. A key enabler in this household level

approach is battery storage, which is very close to becoming economically

viable.

We have shown that a possible way of solving the large-scale demand

response aggregation problem that explicitly considers network technical

constraints is to formulate it as a distributed optimal power flow where each

prosumers solves its own energy management problem. Conceptually, the solu-

tion procedure can be thought of as bargaining between prosumers and a third-

party entity responsible for aggregation. In this chapter, we have shown what is

technically possible, but have left open the question who this third-party entity

should be and how it can be integrated into the existing market framework,

which is subject for future work.
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[36] D. Azuatalam, G. Verbič, and A. C. Chapman, Impacts of network tariffs on distribution net-

work power flows, in Australasian Universities Power Engineering Conference (AUPEC).

Melbourne, Australia: IEEE, 2017.
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6.1 Introduction

6.1.1 Motivation

Conventional electricity markets usually consist of day-ahead and real-time

markets. The day-ahead market is required in order to allocate generating units

that have slow ramp-rate and need advance planning. The clearing of the real-

time market allows the energy to maintain a balance between the supply and

the demand during the decision-making period. In addition, the real-time mar-

ket is needed because of quick output and stochastic producers, for example,

wind farms.
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In conventionally structured electricity markets, day-ahead and balancing

markets are cleared sequentially and independently. However, the participation

of stochastic generation of non-dispatchable renewable energy resource injects

power generation uncertainty, causing an electricity market problem. In this

way, new services called ancillary services, for example, operating reserves,

are required to achieve balancing in the real-time markets. Hence, the simulta-

neous clearing of joint energy and reserve day-ahead and real-time markets

makes this process more efficient.

In addition, central energy management systems are not good strategies for

resolving issues related to distributed energy resources’ real and fair price in

medium- and low-voltage distribution network locations. Finally, centralized

energy management strategies in electricity markets are transferred to decentra-

lized approaches.

6.1.2 Literature Review and Background

Electricity markets have experienced many changes over the past 30years; their

evolution has been aimed at increasing the efficiency of the power system [1].

These changes have formed the foundation of the restructured electricity market

in terms of design and architecture. However, rapid technological development

in the area of renewable energy generation caused these resources to become

cost-competitive in comparison to conventional energy. This was due to lower

variable cost in the electricity markets, in addition to providing clean and eco-

friendly power [2, 3]. On this basis, in many power systems, an essential evo-

lution has been formed. It should be noted that the high penetration of renewable

energy can have a negative effect on the operation and planning of power sys-

tems [1]. In addition, the implementation of several environmental policies

combined with renewable energies have contributed to considerable changes

[4]. The share of renewable resources, for example, wind and solar energy,

has been advancing, while the thermal units have been losing their contributions

in power systems [5, 6]. The thermal units can be replaced with these resources,

which leads to a decrease in short-term market prices.

Despite the benefits of renewable energy, their high penetration can jeopar-

dize the secure operation of the power system because of their intermittent output

and uncertain nature [7, 8]. The effect of different renewable support mechanisms

on the performance of the power market was investigated in Ref. [9]. Similarly,

Ref. [10] proposed a green power system and designed an electricity market that

would support renewable energies. In Ref. [11], the integration of large-scale

renewable resources in the electricity market was analyzed.

Moreover, as a result of the changes in the power system, it is necessary to

make changes in the electricity markets as well. Some proposals in the state of

the art have already made an effort to redesign the market. J.L. Sawin et al. [12]

studied the changes in the electricity markets due to the increase in renewable

energies. In Ref. [13], the capacity market was modified to make the generation

of renewable energy dependent on weather conditions. In Refs. [14] and [15],
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the Flexiramp market was introduced to decrease the negative impact of solar

generation on California ISO.

To overcome the insecurity of renewable-based power systems, a larger

number of backup units are needed, as well as some flexible units to supply

ancillary services, for example, regulation and reserve markets. These flexible

units can cover the uncertainty of renewable resources and ensure the balance

between supply–demand in real-time [16, 17]. It should be noted that by

increasing the share of renewable energy resources, the demand for the

described regulation and reserve services increases [18].

Themain flexibility services are currently provided by the thermal units, and

there will be no major changes to this situation in the future. However, a large

part of the profit obtained by thermal units comes from participation in the

energy markets, not from the ancillary services. Consequently, the thermal units

prefer to supply energy, not to deliver regulation or reserve services. Since the

requirement for energy is much greater than the ancillary service, the profit of

thermal units resulting from a regulation/reserve service is approximately 1% of

the total profit [19].

However, a higher penetration of renewable resources can cause a drastic

drop in energy prices, which will result in less motivation to invest in backup

plants. This would be similar to the current situation in the Danish electricity

market [20], where the energy prices may have zero or negative values. There-

fore, conventional thermal units should participate more in the regulation and

reserve markets in order to gain more incomes. This will allow them to survive

in the renewable-based electricity markets and compete with renewable

resources, which are supported by a variety of policies [21].

In Ref. [22], the critical steps to create a flexible power system preserving

the required stability and reliability in the presence of renewable energy

resources are presented. To this end, the policies, market schemes, and tech-

nical necessities are reviewed, leading to a power system with only renewable

resources. In Ref. [23], the tasks of conventional units are presented to enable

the units to manage the inconsistency of renewable resources, such as wind

ramping, to identify the importance of each unit characteristics to operate

the system reliably. On this basis, the market policies to employ the current

generation units are presented to decrease the negative impacts of renewable

resources.

The impacts of uncertainty on the investment in renewable resources that

are supported by governments are studied [24] by assessing the effect of var-

ious support schemes and flexibilities. On this basis, a framework of the

investment decisions is modeled and the investors’ decisions are investigated

by employing the net present value. In Ref. [25], a power system model is

developed to determine the optimal generation mix, taking the operational

constraints into account. It is shown that operational constraints of generation

units, particularly the constraints associated with the unpredictable nature of

renewable energies, significantly affect the energy mix. Relating to the Greek
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power system, in [26], a multi-period approach is modeled for short-term oper-

ational scheduling considering high penetration of renewables. In Ref. [27],

the unit commitment program is extended to longer horizons such as a few

days, by considering a rolling horizon concept to keep the solution for only

the next day. In Ref. [28], a medium-term market-based framework is pro-

posed that finds the energy mix and the market prices for the Greek electricity

market.

Some articles in the literature consider the evolution of market design. In

Ref. [29], which was published in 2009, the electricity market was reviewed

in terms of architecture and design. In that year, the main market design issues

related to electricity price forecast, bilateral contracts, and auction designs.

Therefore, Ref. [29] did not study the effects of the upcoming power system

on electricity markets. In Refs. [30] and [31], a market-splitting framework

was proposed for future integration in day-ahead markets in Europe. In Ref.

[32], a model was proposed for the electricity markets’ clearing process, and

had high computational efficiency. This model enabled the system operator

to consider the supply orders and ramping limits. In Ref. [33], the efficiency

of the balancing market in Germany was studied in terms of electricity market

design. The authors of Ref. [34] investigated the problem of market design from

a conventional thermal power plant’s point of view. The work examined various

market designs in order to achieve the optimal participation and success of such

power plants.

6.1.3 Contributions

In this chapter, sequential and simultaneous approaches are used to solve and

analyze the stochastic market-clearing problem of joint energy and reserve.

Then, the influences of electrical consumers’ flexibility behaviors on our pro-

posed market-clearing model is evaluated. The rest of the chapter is organized

as follows. In Section 6.2, the proposed restructured electricity market model is

presented. Simulation results are described in details in Section 6.3. Section 6.4

concludes this chapter.

6.2 Restructured Electricity Market Model

6.2.1 Nomenclature

A. Indices and Numbers

n Index of system buses, from 1 to NB.

i Index of conventional generating units, from 1 to NG.
j Index of loads, from 1 to NL.
t Index of time periods, from 1 to NT.
m Index of energy blocks offered by conventional generating units, from 1 to NOit.
ω Index of wind power, electrical load and power grid scenarios, from 1 to Ω.
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A. Indices and Numbers

n Index of system buses, from 1 to NB.

B. Continuous Variables
Cit

SU Scheduled start-up cost ($).

PS
it Power output of units in the day-ahead market (MW).

pitm
G Power output from the m-th block of energy offered by unit in day-ahead market

(MW).

LS jt Power consumed of load in day-ahead market (MW).

Pt
S, WP Wind power in day-ahead market (MW).

CA
itω Start-up cost due to change in commitment status of units in day-ahead market and

balancing market ($).

PG
itω Power output of unit in balancing market (MW).

LC jtω Electrical consumed in balancing market (MW).

rUitω Up-spinning reserve in balancing market (MW).

rDitω Down-spinning reserve in balancing market (MW).

rNS
itω Non-spinning reserve in balancing market (MW).

rUjtω Up-spinning reserve from demand-side in balancing market (MW).

rUjtω Down-spinning reserve from demand-side in balancing market (MW).

ritmω
G Reserve deployed from them-th block of energy offered in balancing market (MW).

Ljtω
shed Load shedding (MW).

Stω Wind power generation spillage (MW).

ftω(n,r) Power flow through line (n, r) (MW).

δtωn Voltage angle at node.

C. Binary Variables
uit Commitment status of units in day-ahead market.

vitω Commitment status of units in balancing market.

D. Random Variables

PWP
tω Wind power generation in balancing market (MW).

E. Constants
λit

SU Start-up offer cost of unit ($).

λitm
G Marginal cost of the m-th block of energy offered ($/MWh).

λjt
L Utility of electrical load ($/MWh).

λWP
t Marginal cost of the energy offer submitted by the wind producer ($/MWh).

VOLLjt Value of loss load for load ($/MWh).

VS
t Wind spillage cost ($/MWh).

πω Probability of scenarios.

P i Maximum capacity of units (MW).

P i Minimum power output of generation units (MW).

B(n,r) Absolute value of the imaginary part of the admittance of line (n, r) (p.u.).

f n, rð Þ Maximum capacity of line (n, r) (MW).

Evolving New Market Structures Chapter 6 187



6.2.2 Modeling Description

This section is an introduction to the restructured electricity market. As

stressed earlier, electricity markets include new services called ancillary ser-

vices. In this chapter, only spinning and non-spinning reserves are modeled

in the proposed market-clearing problem. In addition, two different

approaches are used to solve the two-stage stochastic market-clearing prob-

lem. The first stage represents a day-ahead market-clearing problem, and the

balancing market-clearing problem is described in the second stage. As men-

tioned before, two approaches were utilized to model the electricity market-

clearing problem. In the first one, the market-clearing problem is solved

sequentially. In this way, the day-ahead electricity market is cleared first,

then the balancing market is cleared according to the outputs of the day-

ahead market. In the second one, the day-ahead and balancing markets are

cleared simultaneously. It should be noted that the uncertainty of

decision-making variables is seen only in the second (balancing) stage. In

the following subsections, the day-ahead and balancing stages of the

market-clearing problem are described.

6.2.3 Day-Ahead Stage

In the proposed day-ahead electricity market model, only energy is cleared

between market players as an electricity commodity. Besides, uncertainty is

not seen in the day-ahead stage. Thus, an objective function is defined as the

social welfare’s expected cost, which should be minimized in the day-ahead

market-clearing problem.

ECda ¼
XNT

t¼1

XNG

i¼1

CSU
it +

XNT

t¼1

XNG

i¼1

XNOit

m¼1

λGitm:p
G
itm�

XNL

j¼1

λLjt:L
S
jt +

XNW

k¼1

λWP
kt:P

S,WP
kt

" #

(6.1)

The expected cost of the day-ahead market is expressed in Eq. (6.1) in four

terms. The first term represents the start-up cost of units and the second the

energy cost of units. The utility of electricity customers and the cost of wind

farm energy generation are expressed in the third and fourth terms, respectively.

In addition, there are constraints related to different players of the electricity

market that are represented in the following.

Eqs. (6.2)–(6.4) represent constraints linked to the power generation of the

conventional generation units in the day-ahead electricity market. Specifically,

Eq. (6.2) states maximum and minimum limitations of conventional units’

power scheduling. The constraints related to the generation units’ energy blocks

are expressed in Eq. (6.3). Moreover, the total scheduled power of a conven-

tional unit in each time period is represented in Eq. (6.4); its power is equal

to the sum of its energy blocks.

Pi:uit �PS
it �Pi:uit, 8i, 8t (6.2)
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0� pGitm � pGitm, 8m, 8i, 8t (6.3)

PS
it ¼

XNOit

m¼1

pGitm, 8i, 8t: (6.4)

Eqs. (6.5)–(6.7) present constraints linked to the start-up cost of the conven-
tional units.

CSU
it � λSUit : uit�ui t�1ð Þ

� �
, 8i, 8t> 1 (6.5)

CSU
i t¼1ð Þ � λSUi t¼1ð Þ: ui t¼1ð Þ �ui 0ð Þ

� �
, 8i, t¼ 1 (6.6)

CSU
it � 0, 8i, 8t: (6.7)

As seen in Eqs. (6.2)–(6.7), conventional units only provide energy as a

commodity that can be cleared in the day-ahead market. Moreover, these con-

straints show that conventional units can be committed by the market operator.

Hence, these units are called dispatchable generation units. Eq. (6.8) expresses

the balancing equation between conventional generation units, wind farms, and

electrical loads.

XNG

i¼1

PS
it +

XNW

k¼1

PS,WP
t ¼

XNL

i¼1

LSjt, 8t: (6.8)

As highlighted before, the uncertainty of stochastic variables such as wind

power generation is not considered in the day-ahead stage. Therefore, the sched-

uled power of the wind farm is modeled in a way that limits its maximum and

minimum power generation, as represented in Eq. (6.9).

PWP
kt �PS,WP

kt �P
WP
kt , 8k, 8t: (6.9)

6.2.4 Balancing Stage

In this stage, both energy and operating reserve services are provided. Energy is

supplied by wind farms. However, operating reserves are provided by genera-

tion units and electrical customers. In this chapter, only spinning and non-

spinning reserves are modeled. Spinning reserves are classified as upward

and downward spinning reserves that can be provided by generation-side and

demand-side. However, the non-spinning reserve can be provided only by gen-

eration units. Moreover, the uncertainty of stochastic parameters is considered

in the balancing stage. Eq. (6.10) represents the balancing stage’s objective

function. This objective function expresses the expected social welfare cost

of the system in the balancing electricity market.

ECb ¼
XNΩ

ω¼1

πω:
XNT

t¼1

XNG

i¼1

CA
itω +

XNT

t¼1

XNG

i¼1

XNOit

m¼1

CRU

i:r
U
itω +CRD

i:r
D
itω +CRNS

i:r
NS

itω

� �(

+
XNL

j¼1

CRU

j:r
U
jtω +CRD

j:r
D
jtω +VOLLjt:L

shed
jtω

� �
+
XNW

k¼1

VS
t:Sktωg (6.10)
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As expressed in Eq. (6.10), the social welfare’s expected cost in the balan-

cing stage includes eight terms. The first line represents the cost caused by

changes in the start-up states of generation units in day-ahead and balancing

stages. The second line states costs linked to the generation sides upward, down-

ward spinning, and non-spinning reserves, respectively. Finally, the third line

lists the costs of upward and downward spinning reserves from the demand-

side, the load shedding cost, and the spillage cost of wind power generation.

The power generation constraint of generation units in the balancing market

is expressed by Eq. (6.11).

Pi:vitω �PG
itω �Pi:vitω, 8i, 8t, 8ω: (6.11)

Eq. (6.12) expresses the balancing of allocated energy in the generation units

in the day-ahead and balancing electricity markets, and the operating reserves

from the generation-side in the balancing market. As seen in Eq. (6.12), if the

power provided by the generation units in the balancing market is greater than

their committed power in the day-ahead market, upward spinning, or non-

spinning reserves should be committed in the balancing stage. Otherwise,

downward spinning reserve should be provided by generation units in the bal-

ancing stage. It should be noted that a non-spinning reserve can be committed

only from units that are “OFF” in the day-ahead market, as represented in

Eq. (6.15). In other words, spinning reserves can be dispatched when the com-

mitment status of generation units is “ON.” Eqs. (6.15)–(6.17) state the con-

straints related to the operating reserve of generation units in the balancing

stage.

PG
itω�PS

it ¼ rUitω + r
NS

itω� rDitω, 8i, 8t, 8ω: (6.12)

0� rUitω �RU
i:uit, 8i, 8t, 8ω: (6.13)

0� rDitω �RD
i:uit, 8i, 8t, 8ω: (6.14)

0� rNSitω �RNS
i: 1�uitð Þ, 8i, 8t, 8ω:rUitω + r

NS
itω� rDitω

¼
XNOit

m¼1

rGitmω, 8i, 8t, 8ω: (6.15)

rGitmω � pGitm�pGitm, 8i, 8t, 8ω: (6.16)

rGitmω ��pGitm, 8m, 8i, 8t, 8ω: (6.17)

In the balancing stage, the uncertainty of the power system causes genera-

tion units to make new commitments, which increase start-up costs in the sys-

tem. The start-up equation and limitations in the balancing stage are represented

by Eqs. (6.18)–(6.21).

CA
itω ¼CSU

itω�CSU
it, 8i, 8t, 8ω: (6.18)
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CSU
itω � λSUit : vitω� vi t�1ð Þω

� �
, 8i, 8t> 1, 8ω: (6.19)

CSU
i t¼1ð Þω � λSUi t¼1ð Þ: vi t¼1ð Þω�ui 0ð Þ

� �
, 8i, t¼ 1 (6.20)

CSU
itω � 0, 8i, 8t, 8ω: (6.21)

In Eq. (6.22), the power balance equation in the balancing stage is repre-

sented considering line power flow. In this chapter, the market-clearing is mod-

eled according to the DC optimal power flow problem. In this way, Eqs. (6.23)

and (6.24) express constraints related to obtaining power flow and its transmis-

sion line’s capacity, respectively.

X
i: i, nð Þ

PG
itω�

X
j: j, nð Þ

LCjtω�Lshedjtω

� �
+

X
k: k, nð Þ

PWP
ktω�Sktω

� �

�
X
r: n, rð Þ

ftω n, rð Þ ¼ 0, 8n, 8t, 8ω: (6.22)

ftω n, rð Þ ¼B n, rð Þ: δtωn�δtωrð Þ, 8t, 8ω: (6.23)

�f n, rð Þ � ftω n, rð Þ � f n, rð Þ, 8t, 8ω: (6.24)

As pointed out, wind farms are renewable energy resources, which

are modeled as stochastic power generation units. Although wind power

generation in the day-ahead market is modeled based on its maximum

and minimum limitation, wind power generation is modeled as a stochastic

parameter in the balancing market. Besides, wind power can be spilled in the

balancing stage due to economic and technical concerns, as expressed in

Eq. (6.25).

0� Sktω �PWP
ktω, 8k, 8t, 8ω: (6.25)

In the balancing electricity market, electrical loads can act as interruptible

agents. In this case, they present their flexible behavior to decrease or increase

their consumption in the balancing stage. Hence, if customers increase their

consumption in the balancing market, they act as virtual generation units, which

decrease their power generation. Hence, this flexible behavior of electrical

loads is called downward spinning reserve from demand-side. On the other

hand, if they decrease their electrical demand in the balancing market, they pro-

vide upward spinning reserve from the demand-side. The above definitions are

represented in Eqs. (6.26)–(6.28).

0� rUjtω �RU
j, 8j, 8t, 8ω: (6.26)

0� rDjtω �RD
j, 8j, 8t, 8ω: (6.27)

LCjtω�LSjt ¼ rDjtω� rUjtω, 8j, 8t, 8ω: (6.28)
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Moreover, the portion of loads that is decreased non-voluntarily in the bal-

ancing market is called the shed load. The load shedding limitation is repre-

sented in Eq. (6.29).

0� Lshedjtω � LCjtω, 8j, 8t, 8ω: (6.29)

6.3 Simulation Results

This section presents the two approaches that were used to solve the proposed

two-stage stochastic market-clearing problem: a sequential approach and a

simultaneous approach. A modified three-bus test system from Refs. [35, 36]

is used to evaluate our study as shown in Fig. 6.1. Table 6.1 presents system

data. Table 6.2 shows transmission lines’ power capacity. The day-ahead sched-

uled load is presented in Table 6.3. Wind power generation’s scenarios and their

corresponding probabilities are outlined in Tables 6.4 and 6.5, respectively. It

should be noticed that uncertainty of the power grid is considered in this case

study that its scenarios come from ORR, which equals 0.02 for conventional

generation units and 0.01 for transmission lines. Besides, the Value Of Lost

Load (VOLL) of consumers is supposed to equal 1000. Our stochastic

market-clearing problem is model by Mixed Integer Linear Programming

(MILP) to solve in GAMS 24.7.4 [38] that has been linked with MATLAB

software [39].

6.3.1 Case 1: Sequential Market-Clearing Model

In case 1, the day-ahead and balancing electricity markets are cleared sequen-

tially. In this way, the day-ahead market-clearing problem is solved indepen-

dently. Then, the balancing market is cleared according to the outputs of the

day-ahead market-clearing problem as shown in Fig. 6.2. Table 6.6 presents

FIG. 6.1 The three-bus test system [35, 36].
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TABLE 6.1 System Data in a 3-Bus Test System [35–37]

CRU

jt ($/MWh) 70

CRD

jt ($/MWh) 70

VOLLbase ($/MWh) 1000

Lines reactance (p.u.) 0.13

Lines capacity (MW) 55

Pbase (MW) 41

Vbase (kV) 120

TABLE 6.2 Line Capacities [35–37]

Transmission

lines

Capacity

(MW)

Line (1,2) 10

Line (1,3) 28

Line (2,3) 24

TABLE 6.3 Day-Ahead Electrical Demand of Consumers [35–37]

Consumer (MW)

Time (h)

t1 t2 t3 t4

L2 LS jt 20 60 90 30

L3 LS jt 30 80 110 40

TABLE 6.4 Scenarios ofWind PowerGeneration [35–37]

Period t

PWP
tω (MW)

As forecasted High Low

1 6 9 2

2 20 30 13

3 35 50 25

4 8 12 6
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TABLE 6.5 Scenarios Probabilities of Wind Power

Generation [35–37]

PWP
tω (MW)

As forecast High Low

Probability 0.6 0.2 0.2

FIG. 6.2 Stochastic market-clearing procurement in the sequential approach.

TABLE 6.6 Expected Demand, Load Shedding, Spinning

Reserves of Consumers in the Balancing Market of the

Sequential Market-Clearing Model

Consumer

(MW)

Time (h)

t1 t2 t3 t4

L2 LC jt 18.399 54 81 32.349

Ljt
shed 0 0 0 0

rDjtω 0 0 0 2.375

rUjtω 1.601 6 9 0.025

L3 LC jt 33 87.909 101.973 44

Ljt
shed 0 0.080 0.355 0

rDjtω 3 7.952 0 4

rUjtω 0 0.044 8.027 0
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the expected electrical consumption, load shedding, and downward and

upward spinning reserves of consumers in the balancing market. As seen in

Tables 6.3 and 6.6, the expected consumption of L2 in t1, t2, and t4 in the

balancing market is lower than its scheduled load in the day-ahead market.

However, for L3 the day-ahead scheduled demand is greater than its expected

consumption in the balancing stage only in t3. If the consumer decreases its

demand in the balancing market voluntarily, this quantity of decrement acts as

an upward spinning reserve from the demand-side. As stated in Table 6.6, this

decrement plays only as the upward spinning reserve form L2. However, load

shedding occurs in t2 and t3 for L3. On the other hand, if the balancing

expected consumption of the electrical consumers is greater than their day-

ahead scheduled demand, they act as virtual downward spinning reserve

providers in the market. As seen in Table 6.6, while L2 provides downward

spinning reserve only in t4, the downward spinning reserve is provided by L3

in t1, t2 and t4.

Table 6.7 shows the scheduled power and the expected balancing power

generation of the generation units. The difference between the dispatched power

of generation units in the day-ahead and balancing markets is allocated to the

spinning and non-spinning reserves of the conventional generation units in the

balancing stage, as expressed in Eq. (6.12). As seen in Table 6.8, G1 provides

both upward and downward spinning reserves in the fourth time period. At

first, it seems that these results are not true because the generation units

can only provide upward or downward spinning reserves. However, the

results are the expected reserves that are supplied in different scenarios. This

means that G1 produces only the upward spinning reserve in one scenario, and

it provides the downward spinning reserve in another one. This occurs in t1,

TABLE 6.7 Dispatched Power of Generation Units in the Day-

Ahead Market and Their Expected Balancing Power Generation

in the Sequential Market-Clearing Model

Gen. unit (MW)

Time (h)

t1 t2 t3 t4

G1 PS
it 0 70 100 12

PG
it 0.063 33.944 31.935 12.191

G2 PS
it 0 0 15 0

PG
it 0.027 37.484 64.982 8.156

G3 PS
it 44 50 50 50

PG
it 45.529 49.841 49.721 49.602
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where G1 provides both spinning and non-spinning reserves. In this case, G1

provides only a non-spinning reserve in one scenario, and a downward spin-

ning reserve in another one.

6.3.2 Case 2: Simultaneous Market-Clearing Model

In case 2, the joint energy and reserve stochastic market-clearing problem is

solved in the day-ahead and balancing electricity markets, simultaneously.

The objective function of the simultaneous market-clearing will be total

expected cost—sum of day-ahead and balancing stages’ objective

functions—that should be minimized as represented in Eq. (6.30).

EC¼ECda +ECb (6.30)

Hence, the simultaneous market-clearing problem is presented in the

following:

Min. EC
S.t.

Eqs. (6.2)–(6.9) and (6.11)–(6.29).

Table 6.9 shows the expected load, load shedding and downward and upward

spinning reserves of consumers in the balancing stage.

As seen in Tables 6.6 and 6.9, there is no difference between consumers’

flexibility behavior in sequential and simultaneous market-clearing models.

TABLE 6.8 Expected Allocated Operating Reserves of

Generation Units in the Sequential Market-Clearing Model

Gen. unit (MW)

Time (h)

t1 t2 t3 t4

G1 rUit 0 0 0 0.199

rDit 36.056 0 68.065 0.008

rNS
it 0.063 0 0 0

G2 rUit 0 0 49.982 0

rDit 0 0 0 0

rNS
it 0.027 37.484 0 8.156

G3 rUit 1.597 0 0 0

rDit 0 0 0 0

rNS
it 0 0 0 0
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The dispatched power of the generation units in the day-ahead and balancing

electricity markets is represented in Table 6.10. In addition, spinning and non-

spinning reserves that are provided by generation units are outlined in

Table 6.11. As seen in Tables 6.7 and 6.10, the difference between the day-

ahead and balancing power generation of the conventional units in the simul-

taneous model is lower than the sequential one. Hence, generation units show

smoother behavior to provide operating reserves in the simultaneous market-

clearing model, as shown in Table 6.11. Hence, this smoother behavior

decreases the balancing stage’s expected cost in the simultaneous market-

clearing model.

Furthermore, as shown in Table 6.12, the total expected cost in the simul-

taneous market-clearing model is lower than the sequential model, proving that

the simultaneous model is more efficient than the sequential model.

6.3.3 Case 3: Uncertainty analysis

In this case, the impact of wind power generation’s uncertainty is evaluated

where joint energy and electricity markets are cleared simultaneously. As seen

in Table 6.13, the EC is higher without wind power generation. Hence, consid-

ering wind power generation has a positive effect of the EC of the system. On

the other hand, uncertainty of the wind power generation has a negative effect

on the EC and increases the total EC of the system. Fig. 6.3 shows the impact of

TABLE 6.9 Expected Electrical Demand, Load Shedding

and Downward and Upward Spinning Reserves of

Consumers in the Balancing Market of the Simultaneous

Market-Clearing Model

Consumer

(MW)

Time (h)

t1 t2 t3 t4

L2 LC jt 18.399 55.59 81.014 32.349

Ljt
shed 0 0 0 0

rDjtω 0 0.398 0 2.375

rUjtω 1.601 4.807 8.986 0.025

L3 LC jt 33 87.909 101.973 44

Ljt
shed 0 0.080 0.355 0

rDjtω 3 7.952 0 4

rUjtω 0 0.044 8.027 0
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wind power generation’s prediction accuracy on the total EC. As seen in

Fig. 6.3, there is a linear relationship between the prediction accuracy of the

wind power generation and the total EC. In this way, increasing its prediction

accuracy has a positive influence on the total EC and decreases the EC of the

market-clearing problem.

TABLE 6.10 Dispatched Power of Generation Units in the Day-

Ahead Market and Their Expected Balancing Power Generation

in the Simultaneous Market-Clearing Model

Gen. unit (MW)

Time (h)

t1 t2 t3 t4

G1 PS
it 0 34 49 12

PG
it 0.063 33.944 31.935 12.191

G2 PS
it 0 36 66 0

PG
it 0.027 39.074 67.996 8.156

G3 PS
it 44 50 50 50

PG
it 45.509 49.801 49.701 49.601

TABLE 6.11 Expected Allocated Operating Reserves of

Generation Units in the Simultaneous Market-Clearing Model

Gen. unit (MW)

Time (h)

t1 t2 t3 t4

G1 rUit 0 0 0 0.199

rDit 0 0.056 17.065 0.008

rNS
it 0.063 0 0 0

G2 rUit 0 3.074 1.996 0

rDit 0 0 0 0

rNS
it 0.027 0 0 8.156

G3 rUit 1.597 0 0 0

rDit 0 0 0 0

rNS
it 0 0 0 0
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6.3.4 Case 4: Flexibility Analysis

In this case, the impact of electrical consumers’ flexible behavior is assessed in

the simultaneous stochastic joint energy and reserve market-clearing problem.

Three different scenarios are studied. In Scenario 1, consumers do not join the

balancing market in order to provide spinning reserves. In Scenario 2, con-

sumers act as interruptible loads, in the same way as they did in Case 2. In Sce-

nario 3, we consider that consumers act as shiftable loads in the balancing

market, as expressed in Eq. (6.31).

XNT

t¼1

XNΩ

ω¼1

πω rDjtω� rUjtω

� �¼ 0, 8j, 8t, 8ω: (6.31)

Thus, in Scenario 3 the market-clearing model is represented by the

following:

Min. EC
S.t.

Eqs. (6.2)–(6.9), (6.11)–(6.29), and (6.31).

On the other hand, interruptible loads can be constrained over all interruptible

loads in each time step, as represented in Eq. (6.32). In this way, Eq. (6.32)

increases the self-sustainability of the electrical loads in the balancing market.

TABLE 6.12 Expected Costs (ECs) in the Sequential and

Simultaneous Market-Clearing Models

Sequential

market-clearing model

Simultaneous

market-clearing model

EC ($) 11,428.803 11,243.460

ECda($) 10,240.000 11,110.000

ECb ($) 1188.803 133.460

TABLE 6.13 Impact of Wind Power Generation’s Uncertainty on the Total

Expected Cost (EC) in the Simultaneous Market-Clearing Model

Without Wind

Power Generation

With UncertainWind

Power Generation

With CertainWind

Power Generation

EC ($) 13,920.459 11,243.460 11,228.733

Evolving New Market Structures Chapter 6 199



XNL

j¼1

XNΩ

ω¼1

πω rDjtω� rUjtω

� �¼ 0, 8j, 8t, 8ω: (6.32)

In this way, the market-clearing model of Scenario 4 is represented by the

following:

Min. EC
S.t.

Eqs. (6.2)–(6.9), (6.11)–(6.29), and (6.32).

As shown in Table 6.14, the worst scenario is Scenario 1, where the total EC of

the system is the greatest one. Also, the total expected costs in Scenarios 3 and 4

are greater than the EC in Scenario 2. Besides, the EC in Scenario 3 is greater

than the EC in Scenario 4 because the shiftable load constraint gives less free-

dom to electrical consumers to show their desired flexibility behavior.

However, the proposed market-clearing models are solved in a centralized

manner by the system operator who is in charge of making policies regarding

Scenarios 1–4. In this way, it can be concluded that efficient decision-making in

FIG. 6.3 Impact of prediction accuracy of wind power generation on the total expected cost (EC)

in the simultaneous market-clearing model.

TABLE 6.14 Impact of Customers’ Flexibility Behavior on the Total Expected

Cost (EC) in the Simultaneous Market-Clearing Model

Scenario 1 Scenario 2 Scenario 3 Scenario 4

EC ($) 19,837.361 11,243.460 11,707.427 11,574.521
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electricity markets can be improved if consumers as active agents can decide

autonomously based on a decentralized way.

6.4 Conclusion

In this chapter, the two-stage stochastic joint energy and reserve market-

clearing problem has been solved. The two stages of the problem are called

day-ahead and balancing. Two different approaches—sequential and simulta-

neous—were used in the problem. In the sequential model, the day-ahead stage

was solved independently, and the balancing stage was solved based on the first

stage’s outputs. However, the day-ahead and balancing stages were solved

together according to the coupling constraints in the simultaneous market-

clearing problem. Furthermore, the impacts of electrical consumers’ flexibility

programs have been assessed in this chapter. According to our study, the simul-

taneous market-clearing model is more efficient than the sequential one. This is

because the total expected cost in the simultaneous model is lower than the

sequential one. Moreover, from the analysis of the flexibility programs, the

shiftable load constraint increases the total expected cost of the system because

it decreases the electrical consumers’ freedom to have their desired flexibility

behavior. However, both market models, with or without shiftable load con-

straints, improve the efficiency of the electricity market and decrease the total

expected cost of the system.
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7.1 Introduction: The Current Need for Transmission

We can define the power network as the set of assets that are used to transfer the

energy produced at the generating units to reach the consumption nodes. These

assets are categorized attending their functionality, and can be separated into

transmission and distribution. Transmission lines span long distances and

support large amounts of electricity. Distribution lines are in charge of the final

delivery to the consumers. In Europe, the transmission network is made mainly

of high voltage AC and DC lines of 132, 220, and 400kV, while the distribution

network includes voltages below 36kV.

The shape of the future energy is expected to change dramatically in the near

future. These changes will be reflected in the power grids. Although it seems

that renewable penetration is set to increase greatly, there is an ongoing debate

about whether this increase will take form in a centralized or a decentralized

manner. However, it is clear that renewable integration will be one of the main
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drivers for the development of the network. In particular, the twomain needs for

transmission are as follows:

l The fulfillment of energy policy targets and the large-scale integration of

renewables: policy targets have been set by countries in order to satisfy

the global climate-change goals committed in the Paris Agreement. In

Europe, the so-called Winter Package reflects the compromise of achieving

a 40% emission reduction, 30% improvement in energy efficiency, and 27%

increase in renewables by 2030 [1]. In the United States, Renewable

Portfolio Standards play a similar role by introducing some renewable

generation targets in different years dependingon the state [2].Renewable gen-

eration at utility-scale is becoming a cost-competitive technology and,

therefore, is becomingwidespread inmany areas and countries. However, this

generation is usually far away from loading centers, and its integration into the

system requires the development of new transmission lines.

l The creation of regional electricity markets: larger electricity markets allow

for increasing competition among the different agents located in different

countries and for mitigating market power improving competition. The

creation of a single Europeanmarket is a goal for achieving higher economic

efficiencies.

Other additional drivers that guide the development of the transmission network

are as follows:

l Reliability: the transmission network can increase the security of supply

by allowing alternative paths for the electricity to supply the demand.

Deploying a messed network increases the reliability of the grid.

l Reduction of network losses: although ohmic losses are small, sometimes

lines can be economically efficient just for the impact in loss reduction that

they have.

l Connection of new generating power plants: the evacuation of the energy

produced by large-scale power plants can condition network development,

especially if the new lines are close to local congestions.

l Solve local capacity constraints: congestions located in certain areas can be
solved by new network additions.

Because of the previous drivers, network expansion planning is going to play a

major role in the transition to a future carbon-free energy sector. This will

happen not only because of the high impact in the system operation, but also

because of the extended permitting processes they require, which often

demands more than a decade to build a new overhead line. Therefore, the net-

work planning exercise becomes more relevant as a way to determine this

influence.

This chapter is organized as follows. Section 7.2 discusses the new technol-

ogies that are altering the network landscape. Section 7.3 then presents a general

formulation for the TEP problem that can be adapted to most problem instances.
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Section 7.4 describes the most important modeling choices that can be

made when performing transmission planning. This is complemented by

Section 7.5, which details the most popular solution methods for this problem.

Section 7.6 illustrates the chapter with a case of large-scale planning in an opti-

mization setting. Finally, Section 7.7 extracts conclusions.

7.2 A New Network: Game-Changing Technologies

The challenges above are leading to a paradigm shift in the transmission system:

we are working towards a smarter transmission network. The proliferation of

distributed energy resources (DER) has invalidated the trickling-down model,

where power flew from higher voltage levels in transmission to lower ones in

distribution, from generation to demand. This makes it necessary to review our

assumptions about how the network should be built, as well as the principles for

the operation of the system. In addition, it is necessary to rethink how to define

the boundary between transmission and distribution now that distribution will

likely incorporate elements like locational marginal prices or the management

of congestions [3]. DERs can be understood as a source of local flexibility that

can be activated to solve problems in the system and, among other things, delay

investments in transmission [4], but there are others. Several recent projects and
task forces have focused on the design of a smart transmission network [5, 6].
The majority of works places its emphasis on distribution and demand-side

management, but the big picture with respect to transmission is already emerg-

ing. Most views agree on the key role of new technologies. Long-distance, effi-

cient transmission will be accomplished by a combination of AC and DC

technologies. Advanced conductors present advantages with respect to

current-carrying capability, and in the last few years there has been a number

of high-temperature options made available, as well as new transmission con-

figurations (such as 6 or 12 phases) that allow for greater power transmission in

the same right-of-way due to greater phase cancellation [6].

Underground cables will be especially important. This is the case of urban

areas and also of underwater transmission (which is particularly relevant in the

case of offshore wind farms (OWFs), which will play a very important role in

the future energy system). A very high proportion of these underground facil-

ities will be HVDC, as shown by the long list of recent projects that rely on this

technology [7]. HVDC is a more efficient alternative for long-distance trans-

mission (usually, 500km is considered as the breakeven distance [8]). In addi-

tion, it can be the only feasible alternative for asynchronous connections and

long submarine cable crossings. Because DC lines can be controlled indepen-

dently of voltage angles at the converter stations, it is also possible to use them

to bypass network congestions. The number of HVDC projects has increased

dramatically in the last few decades. The core HVDC technologies are LCC

(line-commutated current source converters) and VSC (self-commutated volt-

age source converters). LCC require a synchronous voltage source and can only
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operate with the AC current lagging the voltage. This means that the process

demands some reactive power, which must be provided by the system. On the

contrary, VSC uses pulse-width modulation (PWM) and insulated-gate bipolar

transistor (IGBT) valves. This technology can efficiently control both reactive

and active power independently. Multiterminal HVDC allows the creating of

DC networks that can be especially attractive in an offshore context, where they

can link several OWFs among them and with the neighboring countries [9].

Another technology that provides enhanced flexibility is the phase-shifting

transformer (PST). PSTs have become instrumental in a system with increasing

cross-border transactions. Previously, countries used to be relatively isolated,

maybe coupled to their neighbors only in times of need. The deregulation of

markets led to energy exchanges between countries, but the physical reality

of flows rarely follows those contractual paths. The uneven loading of lines

due to Kirchhoff’s laws can be alleviated by the use of PSTs, which control

strictly the flow through a given line. Several configurations of PST exist with

different tradeoffs of flexibility and cost [10]. The joint use of PSTs and HVDC

can greatly improve the dynamic performance of the overall system [11].

The distance operation of substations offers the possibility of opening and

closing some lines to better adapt to the current conditions of the system. This is

especially interesting when some lines become congested due to Kirchhoff’s

second law, but there are parallel paths available for the energy transfer between

two zones. Opening the congested path can lead to a feasible solution for the

transfer. The consideration of transmission switching considerably increases

the complexity of the TEP problem [12–14], but can provide a lower-cost alter-
native to a massive deployment of PSTs.

Another key factor that seems to appear in most visions is the upgrading of

control centers and substations. Current control algorithms should be greatly

improved by the use of state variables obtained from state measurement and

GIS data, and more accurate stability analyses. Smart substations will provide

autonomous responses tailored to the state of the grid. In addition, a cost-

effective distributed line condition monitoring will optimize the utilization of

lines with dynamic rating [15] based on overhead conductor sags, temperature

and wind profiles, and the detection of potential issues like vegetation or ice.

All these developments enable the development of a smart transmission

grid. However, they also greatly increase the complexity of the planning prob-

lem, as can be seen in the formulation below.

7.3 Formulation

7.3.1 Overview

This section presents a general mathematical formulation of the transmission

expansion planning (TEP) problem. It can be easily adapted to most problem

instances and can be solved using MIP.

208 Pathways to a Smarter Power System



7.3.2 Indices

y Year
p Period
s Sub-period
n Load level
g Thermal unit, hydro plant or intermittent generator
t Thermal generator
h Storage hydro or pumped-storage hydro plant
i, j Node
ij Line
E, C Sets of existing and candidates lines

7.3.3 Parameters

Costs
α, β, γ Weights of the different components of the objective function
Demand
Dypsni Demand in each node MW
DURpsn Duration h
Rps Operating reserve MW
CENS Cost of not served energy, value of lost load (VoLL) EUR/MWh
CPNS Cost of not served power EUR/MW
Generation system

GP g ,GPg Minimum load and maximum output of generator MW

GCh Maximum consumption of a pumped-storage hydro MW

FCt, VCg Fixed and variable cost of generator, variable cost includes fuel,
O&M, and emission cost

EUR/h, EUR/
MWh

SUt Startup cost of thermal unit EUR
ηh Efficiency of pumped-storage hydro plant p.u.
Iph Inflows of hydro reservoir hm3

R h,Rh Minimum and maximum hydro reservoir levels hm3

Transmission system
FCTij Annualized fixed cost of a transmission line EUR

Fij Transfer capacity of a transmission line MW

F 0
ij Upper bound of the disjunctive constraint of a transmission line MW

Rij,Xij Resistance and reactance of a transmission line p.u.

7.3.4 Variables

Demand
ensypsni Energy not served MW
pnsyps Power not served MW
Generation system
gpypsng, gcypsng Generator output and pump consumption MW
uypst, suypst, sdypst Commitment, startup and shutdown of thermal unit [0,1] p.u.
ryph Hydro reservoir level hm3

Continued
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—cont’d

syph Water spillage hm3

Transmission system
icyij Indicator of cumulative installed capacity of candidate line in

each year {0,1}
p.u.

fypsnij Flow through a line MW
θypsni Voltage angle of a node rad

7.3.5 Equations

The objective function reflects the minimization of total costs for the scope of

the model, usually a long-term horizon with many years. Generally, three kinds

of costs are included: investment costs in candidate transmission lines, system

operation costs, and reliability costs. These costs are weighted with α, β, and γ,
respectively, for assigning different importance to each one.

The transmission investment cost is the sum for all the years of the fixed

annual cost FCTij of each candidate line times the investment decision icyij:

α
X
yij

FCTijicyij (7.1)

The system variable operation cost includes fixed, variable, and startup cost

of the generating units plus the penalties associated to energy not served and

deficit of operating reserve:

β

X
ypsnt

DURpsnVCtgpypsnt +
X
ypsnt

DURpsnFCtuypst +
X
ypst

SUtsuypst +

X
ypsni

DURpsnCENS ensypsni +
X
yps

CPNS pnsyps

2
664

3
775 (7.2)

The reliability costs are evaluated for N-1 generation and transmission

contingencies:

γ
X
ypsni

DURpsnCENS ensypsni (7.3)

Balance of generation and demand for each node including the generators

and the pumped hydro units located in that node and the flow injected or

extracted through the lines:

X
g2i

gpypsng�
X
h2i

gcypsnh
ηh

+ ensypsni ¼Dypsni�
X
j

fypsnji +
X
j

fypsnij 8ypsni

(7.4)

Operation reserve for the first load level follows. Intermittent generation

does not contribute to the reserve margin

X
t

GPtuypst +
X
h

GPh + pnsys
�
X
i

Dyps1i +Rps

� � 8yps (7.5)
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The logical relation between commitment, startup status, and shutdown sta-

tus of the thermal generation units is as follows:

uypst�uyps�1t� suypst + sdypst ¼ 0 8ypst (7.6)

For hydro power plants, a reservoir inventory constraint is formulated:

ryp�1h + Iph�
X
n

DURpsn gpypsnh�gcypsnh

h i
� syph ¼ ryph 8yph (7.7)

The second Kirchhoff law is formulated for existing and candidate lines, if

they are installed:

fypsnij ¼ θypsni�θypsnj
� �SB

Xij
8ypsnij, ij2E

fypsnij� θypsni�θypsnj
� �SB

Xij

����
�����F0

ij 1� icyij
� � 8ypsnij, ij2C

(7.8)

The maximum transfer capacity in existing and candidate transmission lines

is as follows:

fypsnij
�� ���Fij 8ypsnij, ij2E

fypsnij
�� ���Fijicyij 8ypsnij, ij2C

(7.9)

The relation between the indicators of cumulative installed capacity in con-

secutive years is as follows:

icyij � icy0ij 8yy0ij, ij2C,y0 > y (7.10)

Bounds on generation and consumption variables, reservoir volume, and

energy not served are as follows:

GPguypsg � gpypsng �GPguypsg 8ypsng
0� gcypsnh �GCh 8ypsnh
Rh � ryph �Rh 8yph

0� ensypsni �Dypsni 8ypsni
(7.11)

Although in the previous formulation, we have assumed only AC transmis-

sion lines, also HVDC lines are considered, given the current deployment lim-

itations that AC lines are observing in many countries. In addition, new network

devices as PSTs play a role in making a flexible network operation and also

need to be included in the expansion problem.

For clarification purposes, we have decided to present in this chapter a gen-

eral formulation for a TEP model. However, recent developments need to be

considered, especially those oriented to improve the assessment of the main

drivers; see [2]. For example, the following are very relevant:

l Renewable generation and their variability along the year is represented as a

conventional generation with a maximum capacity that varies hourly and

with zero variable cost; see [1].
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l Uncertainty in renewable generation (mainly hydro, solar, and wind) is

included via several operation scenarios.

l Capacity constraints between countries (or regions) are introduced as lower

and/or upper bounds on the flows connecting those countries that could be

released by future transmission lines.

7.4 A Complex Problem: Modeling Choices

The formulation above can be adapted to the wide variety of situations that can

be presented in a real-life instance of transmission planning. TEP is notoriously

difficult to solve, and so the planner must make the exercise of selecting the

problem features that he or she will deem relevant for a particular instance

of planning. This section reviews the main modeling choices that can be made

when performing this exercise.

First, it is necessary to establish whether transmission will be planned in an

isolated manner, or jointly with the expansion of generation. In deregulated con-

texts, it is not possible to establish a centralized plan for generation; each com-

pany makes their own investment decisions independently. However, solving

the two problems simultaneously can give interesting information, particularly

in the cases where large amounts of renewable generation must be placed far

from current demand centers [16–18].
This renewable generation is also the cause of one of the key factors behind

TEP’s complexity: uncertainty. Generation expansion is the single most impor-

tant source of uncertainty, only followed by generation costs. These types of

uncertainty, which cannot be described by a probability distribution, are known

as nonrandom. Random uncertainties, on the contrary, can be described by

means of a short-term probability distribution. Demand, renewable generation,

hydro inputs, or element contingencies are all examples of this sort of uncer-

tainty. The latter is especially important for transmission expansion, as rein-

forcements are often selected with the objective of improving reliability. An

N-1 criterion is the usual modeling choice [19, 20], although it is also possible

to predefine a list of contingencies. Most works have disregarded uncertainty,

due to the added difficulty of solving the problem in its uncertain version. When

it has been included, three main techniques have been used. Stochastic optimi-

zation minimizes the expected value of the total cost related to the expansion

plan [19, 21–23]. On the contrary, robust optimization focuses on the worst-case

scenario [24–26]. Last, fuzzy decision analysis considers the outcome associ-

ated to different scenarios simultaneously, as a multi-criteria decision problem

would do with different objectives [27, 28].

TEP is naturally a multi-stage problem: investments are made in discrete

moments where decisions are evaluated using the most recent information.

However, given its complexity, only a few works solve it as a multi-stage prob-

lem [23, 29]. Some works consider several time horizons, but without consid-

ering their relationship to each other—that is, in a sequential-static manner
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[19, 30–32]. Finally, most studies consider only one point in the future as their

single time horizon. This is known as the static TEP problem [33–35].
Another important factor is whether market considerations are important for

a given instance of planning. In most cases, transmission is operated in a cen-

tralized manner while generation operates in a market. Given the complexities

of TEP, most works ignore the market for generation and instead assume cost-

based operation [33, 36]. Some limited cases study the impact of generation

markets [33, 36]. A few works study decentralized expansion with different

agents acting independently [37–39] and the possibility of forming coalitions

to build transmission lines in the interest of generation companies or

demand [40].

The criteria that can be considered in TEP include investment and operation

cost (which considers not only generation costs but also penalties for ENS or

carbon emissions), and, in a market context, aggregate social welfare and the

support of competition. Most works focus on a single added objective, but some

authors have applied tools such as fuzzy decision theory [23], goal program-

ming (GP) [41], and analytic hierarchy process (AHP) [42].

The level of detail on system operation is also a key modeling decision.

Namely, transportation models (which only consider energy balances) [43],

DCPFmodels [44, 45], and ACPF models can be used [46]. DCPF seem to offer

a good compromise between accuracy and simplicity and are the most vastly

used. ACPF are, in general, too difficult to solve due to nonlinearity, although

they would have the capability of incorporating stability considerations.

Last, most works do not consider the new technologies described above;

only a few do incorporate HVDC [47–50] or PSTs explicitly [50]. How to iden-

tify candidate investments with a potential to improve the transmission net-

works is particularly difficult, as it is not possible to consider all the possible

transmission lines. We refer the reader to reference [51] for a detailed presen-

tation of a method to deal with this issue.

7.5 Solution Methods

The previous transmission expansion planning problem has been stated as an

optimization problem. Under this framework, classical and nonclassical optimi-

zation methods have been widely used.

7.5.1 Classical Methods

Linear programming (either simplex or interior point) (LP) methods are pow-

erful and robust algorithms able to solve large-scale optimization problems. In

this case, the discrete nature of the investments is ignored. Linear formulations

can accommodate transportation power flow models [43].

Mixed integer programming (MIP) acknowledges the discrete nature of

investment (a transmission line can either be installed or not). In addition, a
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DC load flow can be introduced by using a disjunctive constraint (as Eq. 7.10) to

improve the representation of the network operation. A linear approximation of

ohmic losses can also be considered. This option is the preferred one in an opti-

mization context, and can be found in references such as [52, 53].

Nonlinear programming (NLP) and mixed-integer nonlinear programming

(MINLP) are used to describe the nonlinearities of an AC power flow. The com-

putational burden associated to this can only be solved in relatively small net-

works, and is only justified when some effects that cannot be accurately

captured with the DC power flow need to be taken into account (e.g., reactive

power). Only a few works follow this route [54].

As the size of the electric system and number of operation hours/scenarios to

consider grows, stochastic programming (SP) solved via decomposition algo-

rithms becomes the preferred technique. A good review of different techniques

that can be applied to increase the computation speed of the problem can be

found in reference [55].

7.5.2 Nonclassical Methods

Nonclassical methods do not guarantee the global optimum nor give an estima-

tion of the closeness to it. However, they may have affordable computation

times to reach a certain optimal solution.

Metaheuristic algorithms improve a solution iteratively, usually including

some form of random evolution. Genetic algorithms replicate the principles

of Darwinian evolution to solve optimization problems. They are currently a

widely popular approach when solving combinatorial problems, and have been

applied to TEP in a long list of studies [56].

Other types of algorithms are based on heuristic guided searches, such as

[45]. No a-priori guarantee of the goodness of the final solution or the soundness

of the rules applied can be tracked. In particular, greedy local searches directed

by sensitivity analyses are rather popular. Expert systems can extract expansion

rules by generalizing information from a set of sample systems and were applied

in works such as [57].

7.5.3 Iterative Methods With Human Interaction

The previous optimization methods cannot represent all the details from a prac-

tical point of view. One way to reconcile it is to iterate manually between two

different functional modules:

l an expansion planning module that provide one or several transmission

expansion plans and

l an evaluation module that improves the evaluation of the system operation

by introducing additional consideration not previously taken into account in

the expansion module.

214 Pathways to a Smarter Power System



By coordinating both modules, it is possible to find a satisfactory and practical

expansion plan fulfilling reasonable optimality conditions and detailed evalu-

ation of the system operation.

7.6 Designing Transmission for a High Renewable Penetration:
A Planning Exercise

This section presents a transmission planning exercise, which can be found in

more detail in the paper [58]. It uses the tool TEPES (transmission expansion

planning for an electrical system), which was developed at the Institute for

Research in Technology at Universidad Pontificia Comillas. A complete

description of this tool, which features stochastic decomposition and modeling

of HVDC and PSTs, can be found on its website (https://www.iit.comillas.edu/

aramos/TEPES.htm).

The planning exercise presented here should be understood as an illustration

of the application of optimization-based approaches in realistic context, even in

large systems with a reasonably detailed model for uncertainty. The case is based

on the south-west region in Europe, composed of the countries France, Spain, and

Portugal, in the medium-term future (2030) and considering current RES targets.

The rest of the continent is considered only in a simplified manner, with a single

node representing each country. The data were collected from publicly available

information from the relevant TSOs. NTCs between countries were taken from

Entso-e. This initial network is represented in Fig. 7.1 and Table 7.1.

FIG. 7.1 Initial network. Green (light grey) is used for 220kV (only for Spain, France, and Por-

tugal) and red (dark grey) for 400kV lines and HVDC.
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Uncertainty has been modeled by means of four operation situations corre-

sponding to peak demand, maximum cross-border flows and two other interme-

diate states selected via clustering techniques. RES have been distributed based

on resource potentials Tables 7.2 and 7.3.

The model considers the installation of AC overhead and underground lines,

transformers, converter stations, and HVDC overhead, underground, or subma-

rine cables. In particular, it selects 1406 candidate investments, including rein-

forcements and new transmission lines.

TEPES found the optimal solution for this cases study in less than 1h in an

ordinary desktop computer. A summary of the results is presented in Figs. 7.2

and 7.3 and Table 7.4.

As can be seen, most of the expansion occurs in Spain, where a large share

of RES was located. The transmission plan has reinforced the south and north-

east of Spain considerably. In some scenarios, there are still imports of energy

from France into Spain and Portugal, given that there is much more conven-

tional generation located in France. The wide variation of flows for the differ-

ent operation situations considered highlights the importance of considering

uncertainty, as well as keeping the study region large enough to capture the

large cross-border flows that are bound to happen in the energy system of

the future. Even in these conditions (uncertainty and large systems), the case

study presented demonstrates how it is possible to tackle this large optimiza-

tion problem successfully.

TABLE 7.1 System Summary

Number

Nodes 1413

Existing lines 2661

Thermal units 349

Hydro plants 116

Intermittent generators 566

TABLE 7.2 Demand and Peak Demand for the Year 2030

PT ES FR Rest Total

Demand (TWh) 64 364 558 2677 3663

Peak demand (GW) 12 63 103 424 595
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TABLE 7.3 Installed Capacity of Conventional Generation and RES (Peak and

Energy) Expected for the Year 2030

PT ES FR Rest Total %

Gas (MW) 0 814 1,318 86,065 88,197 19

CCGT (MW) 2,791 29,283 8,808 103,771 144,653 31

Coal (MW) 5,68 9,180 957 94,465 105,170 23

OCGT (MW) 2,467 0 2,456 0 4,923 1

Oil (MW) 774 3,714 5,829 17,821 28,138 6

Nuclear (MW) 0 2,875 44,696 41,938 89,509 19

Total (MW) 6,600 45,866 64,064 344,060 460,590

RES peak expected (GW) 17 98 75 314 435

RES energy expected
(TWh)

60 339 315 1,679 2,393

FIG. 7.2 Optimal network, with 220kV lines represented in green (light grey) and 400kV or

HVDC represented in red (dark grey).
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7.7 Conclusions

The transmission network will need to be improved in order to keep up with the

changes that are affecting the global energy system. The current need for trans-

mission is the result of renewable production targets—which stress the system

FIG. 7.3 Resulting cross-border flows in the optimal solution.

TABLE 7.4 Characterization of the Optimal Solution

Investment cost (M€/y) 1,279

Operation cost (M€/y) 11,513

Total cost (M€/year) 12,792

Length built (km) 27,200

Capacity built (GW) 588

GW*km built (GW*km) 24,729
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with nondispatchable generation that calls for improved network support—and

the creation of regional electricity markets that demand higher cross-border

flows. In addition, transmission must respond to the need for reliability, the

reduction of losses, the connection of new generation, or the resolution of local

capacity constraints.

Several developments have recently altered the network landscape. The pro-

liferation of DERs has invalidated the trickling-downmodel, where power flew

from higher voltage levels in transmission to lower ones in distribution, from

generation to demand. This questions the existing assumptions on valid network

architectures and system operation. In addition, it blurs the boundary between

transmission and distribution.

DERs should be understood as a local source of flexibility that can postpone

the need for transmission investment. Although most smart-grid projects focus

on distribution and demand-side management, the view with respect of trans-

mission seems to emphasize the use of technology to improve the management

of existing and new transmission assets. Long-distance flows will benefit from

advanced conductors such as high-temperature cables or new phase configura-

tions. Underground cables will be necessary to cater to urban areas and offshore

wind farms. HVDC, and in particular VSC, makes it possible to transfer large

amounts of power to greater distances with added benefits for controllability.

PSTs will be instrumental to overcome congestion and control flows in a

regional system with increasing cross-border transactions. Transmission

switching might provide a lower-cost alternative with the same aim. Smart con-

trol centers and substations will make use of state measurements and GIS to

perform more accurate stability analyses, optimize the utilization of lines with

dynamic rating, and detect potential issues such as vegetation or ice.

TEP, as featured above, can be expressed as a MIP optimization problem

amenable to classical decomposition algorithms. This chapter has presented

a structured formulation that can be adapted to the wide variety of existing prob-

lem instances; given the complexities inherent to the problem, the planner must

specify the scope of the planning exercise very carefully. The consideration of

market structures, mainly for generation, must be decided. Next, the inclusion

of uncertainties is one of the most complicating factors that have a deep impact

on the resulting expansion plan. The higher shares of renewable penetration are

the single most important factor in this respect, followed by the inclusion of

contingency scenarios with the aim of capturing reliability. While most works

do not consider the new available technologies, it seems that the incorporation

of HVDC and PSTs will be key to obtaining efficient expansion plans in the

current energy context.

The relevancy and difficulty of TEP has motivated the application of a wide

array of techniques to its resolution, classical, and nonclassical. MIP dominates

the classical programming spectrum, often in conjunction with stochastic pro-

gramming tools. The formulation provided in this chapter falls in this category.

In the nonclassical domain, a long list of different methods has been tested,

sometimes striking a good compromise between affordable times and solution
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accuracy. Iterative methods with human interaction complement optimization

with external analyses that might include additional considerations (such as sta-

bility tests) that are too complex to be modeled in an optimization setting. This

hybrid method iterates between optimization and evaluation analyses, and can

find satisfactory planning solutions that do not violate any important constraints

in the subsequent system operation.

This chapter illustrates TEP with a case study based on the European Con-

tinental South-West Region, composed of France, Spain, and Portugal. The case

study considers the high levels of renewable targets imposed for 2030. Although

the system is large (over 1000 nodes and 2000 lines, and considering four dif-

ferent operation scenarios), the model TEPES finds an optimal solution is less

than 1h using an ordinary desktop computer. The solution obtained shows the

resulting investments, which reinforce strategically the zones where large

amounts of RES are located. Cross-border flows are also presented and ana-

lyzed. This exercise demonstrates the possibility of performing large-scale

transmission planning using optimization.

The challenges of the future global system, sustainable and connected, can

only be addressed by using all the available tools. We need the transmission

network to be a backbone that provides support to increasing amounts of renew-

ables, and to endure the long-distance cross-border flows that will be the basis

for the future regional markets. For this, it is imperative to use all the means at

our disposal, new technologies, as well as smart planning methods. We need

better transmission networks for a smarter global system.
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8.1 Introduction

The power quality and harmonics issues in future modernized electrical net-

works’ so-called smart grid, which is based on advanced information and com-

munication technology (ICT), can affect the span life and efficiency of

electrical network, and can also reduce system performance. Generally, the

smart grid will consist of many microgrids connected to the main grid, as they

can operate as standalone systems (off grid) in the case of faults in the grid, or as

grid-connected systems. The microgrid is defined as a small-scale low voltage

AC grid. It employs a combination of distributed energy sources, such as solar

photovoltaic panels, a wind turbine, microhydro power, and/or a diesel gener-

ator [1]. It also contains a storage system, controlled/uncontrolled power electron-

ics devices, and loads. Generally, the indexes of power in grid or in microgrid are
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the frequency and voltage variations, harmonics, power factor, flicker, etc. [2].

Mostly, the power quality at a point of common coupling (PCC) is affected

due to the power converters device used to control the system elements, such

as energy sources, battery energy storage system, etc., and due to the presence

of polluting loads. Therefore, it is necessary to solve this issue locally at the level

of each microgrid. According to the IEEE 519 and IEEE 1159 standards, total har-

monic distortion (THD) should be maintained below 5% and the amplitude volt-

age variation should not exceed �5% [3, 4]. Regarding harmonics mitigation,

power factor correction, and unbalance, passive harmonics filters and active filters

(so-called shunt filters) are installed in parallel to the power lines [5], and for volt-

age sag and swell compensation, series power converters are suggested [6]. To

achieve these tasks of series and shunt power converters and provide active power

to the connected load, simultaneously, a single unit series of active power filters,

called a unified power quality conditioner (UPQC), is advised in [7, 8]. According

to [9], UPQC is classified in two groups: (1) based on physical structure (technol-

ogy of storage used, number of phases, and physical location of series and parallel

power converters); and (2) voltage sag approach used. Generally, for active and

reactive power compensation, UPQS-S is selected.

Regarding the control of UPQC, two strategies of control are required to

operate series/parallel power converters. In [10], many control strategies for

UPQCs, such as d-q theory, P-Q theory, and I cos φ algorithm, are detailed.

Recently, UPQC integrated with DC microgrid (UPQC-DC) was proposed

in [11] as solution for the smart grid to achieve objectives such as smart load

management and plug-in electric vehicles. According to [12], DC microgrid

also suffers from power quality issues due to many factors such as: (1) sudden

variation of voltage at utility grid; (2) generating of harmonics by power con-

verters; (3) voltage disturb in bipolar DC bus; (4) sudden variation of the DC

loads; (5) DC bus faults; and (6) circulating current.

In this chapter, low-voltage UPQC-S is proposed for the smart grid, which is

based on n-microgrids as shown in Fig. 8.1. These microgrids, based on solar

photovoltaic systems, can operate independently to the grid (islanding mode)

and can also connect easily to the grid (grid-connected mode).

The stable and clean energy can be transferred in the case of the grid-

connected mode from the utility grid and solar photovoltaic panels to the con-

nected loads, and from the solar photovoltaic panels to the grid during peak

hours. In the case of the off-grid mode (islanding mode), solar photovoltaic

panels supported by battery energy storage system provide a clean, stable,

and uninterruptible power to the connected loads.

8.2 Configuration of UPQC-S Based Microgrid and Operation
Modes

Fig. 8.2 shows the configuration of the proposed UPQC-S based microgrid for

smart grid application. It consists of two parts: series branch and shunt branch.

The parallel power converter (VSC1) in the shunt branch is connected in
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parallel; it is controlled to mitigate harmonics and compensate the reactive

power, load unbalance, and supply active power to the load and utility grid

in peak hours.

Regarding the series power converter (VSC2), which is controlled to com-

pensate voltage sag/swell in grid-connected mode and to regulate the load volt-

age at a constant rate, as well as the system frequency in off-grid mode, it is

connected in series with the power lines through a transformer. The solar pho-

tovoltaic panels are installed on the roofs of houses and are connected directly to

the common DC bus. Furthermore, the UPQC-S configuration based on micro-

grid configuration is reinforced by a battery storage system connected to the

common DC-bus through a controlled DC-DC buck/boost converter to balance

the power in the system when the system operates in the off-grid mode. RC pas-

sive filters are installed at the output of the both power converters to eliminate

the high frequency noise coming from the switching frequencies. In grid-mode

operation, the DC-DC buck/boost is completely isolated from the system and

only the VSC2 ensures the regulation of the DC-bus and power quality at

PCC, as well as extracting the maximum of power from solar photovoltaic

panels. In off-grid operation, DC-DC buck/boost converter ensures regulation

of DC-link voltage, MPPT tracking, and control of the battery storage system.

8.3 Control of UPQC-S Based Microgrid

In this section, the developed control strategies for the series and shunt power

converters, as well as for the DC-DC buck/boost converter, are detailed.

8.3.1 Control Strategy for the Series Power Converter (VSC1)

In Fig. 8.3, the developed control strategy to compensate voltage imbalance

(sag and swell) when the system operates in grid-connected mode, as well as

to regulate the voltage at a constant rate and frequency at the PCC when the

system is operated in off-grid mode, is presented.

The two-layer Adaline neural network (ANN) algorithm, which consists of

an input and output layer, is employed to estimate the load harmonics currents

(ih(k)). As presented in Fig. 8.4, the inputs (xi), which represent in our study the
measured load currents (iL) and in-phase unit vectors templates, are multiplied

by the modifiable weight (Wi) and then summed by summation units (output

neuron). The output, which represents the estimated current (iest (k)), is com-

pared to load currents and the resulting error is used by the LMS learning algo-

rithm to train the network weights.

The load harmonics current (ih(k)), are calculated as follows:

iL kð Þ¼ iLdc + ih kð Þ (8.1)

where iLdc (k) denote the fundamental component and ih (k) presents harmonic

component, which is obtained as follows [13]:

Power Quality in Smart Grids Chapter 8 229



ih kð Þ¼ iL kð Þ�W sin kωtð Þ (8.2)

where Wsin(kωt) represents the load current fundamental sine part, which is

obtained as is presented in Fig. 8.3 by calculating the in-phase unit vectors tem-

plates as follows:

upa ¼ vGa
VGP

,upb ¼ vGb
VGP

,upc ¼ vGc
VGP

(8.3)

where vGa, vGb, and vGc, upa, upb, and upc, and VGP represent the grid phase volt-

ages, in-phase unit vector templates, and the amplitude of the grid voltage,

respectively, which is calculated as follows:

VGP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3
v2Ga + v

2
Gb + v

2
Gc

� �r
(8.4)
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The reference grid voltages are calculated:

v∗Ga ¼VGP sin ωtð Þ
v∗Gb ¼VGP sin ωt�2π=3ð Þ
v∗Gc ¼VGP sin ωt + 2π=3ð Þ

8><
>: (8.5)

where ω is the pulsation and is equal to 2πfst.
Themeasured grid voltage (vG) is compared with its references (vG*), and its

errors (ΔvG) are fed to proportional resonant controllers with antiwindup

(AWPRCs):

i∗Ga ¼GPRC Sð Þ v∗Ga� vGa
� �

i∗Gb ¼GPRC Sð Þ v∗Gb� vGb
� �

i∗Gc ¼GPRC Sð Þ v∗Gc� vGc
� �

8><
>: (8.6)

where GPRC(S) represents the transfer function of the AWPRC controller where

its mathematical model is defined in Eq. (8.6) and presented in Fig. 8.5 [14].

GPRC Sð Þ¼ kp +
Xn

h¼1,3, ::,29
kr

2ωcS

S2 + 2ωcS + hω0ð Þ2
 ! !

(8.7)

where kp, kr, h, ωc, and ω0, represent the proportional gains, resonant gains, har-

monics order, cut-off frequency, and angular frequency, respectively.

The optimum values that ensure stability during perturbations, as well as fast

dynamic response with best phase margin, are selected as: kp¼0.9, kr¼350,

and ωc¼20rad/s [14].
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FIG. 8.5 Model of the AWPRC for outer control loop.
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To avoid the saturation phenomena when the control variable reaches the

actuator limit, the PRC controller is reinforced by an antiwindup strategy. How-

ever, when the output of the resonator exceeds the maximum or the minimum

limits set by the saturation function expressed in Eq. (8.8), the difference

between the output of the controller and the saturated output is fed back to

the output of the integrators through a gain.

iGamax if i∗Ga � i∗Gamax
i∗Ga if iGamin < i∗Ga < iGamax

iGamin if i∗Ga � iGamax

8><
>: (8.8)

where icamax and icamin are the maximum and minimum output limit of

resonator.

As already mentioned and shown in Figs. 8.4 and 8.5, the outputs of the

AWPRCs (u) are subtracted from the measured grid currents (iG) and

the obtained signals, which represent the output reference currents (isr*) of
the VSC1 added with the obtained harmonics currents. However, the obtained

signals represent the series power converter current references (isra*,isrb* and

isrc*), which are expressed as follows:

i∗sra ¼ ua� iGa + iha

i∗srb ¼ ub� iGb + ihb

i∗src ¼ uc� iGc + ihc

8><
>: (8.9)

The obtained series power converter current references are compared with

the measured currents, and the errors are fed to AWPRCs, as is expressed in

Eq. (8.10):

d1a ¼GPRC Sð Þ i∗sra� israð Þ
d1b ¼GPRC Sð Þ i∗srb� isrb

� �
d1c ¼GPRC Sð Þ i∗src� isrcð Þ

8><
>: (8.10)

The outputs (d1a, d1b, and d1c) are fed to pulse with modulation (PWM) to

control the switches of the VSC1 (S7 to S12).

8.3.2 Control Strategy for the Shunt Power Converter (VSC2)

Fig. 8.6 shows the developed control strategy for the shunt power converter

(VSC2). The detailed blocks used to estimate in-phase and quadrature units’

templates, as well as to estimate the grid currents, are presented in Fig. 8.7.

The Adaline NN-based learning LMS control algorithm is proposed to improve

the power quality at PCC by compensating harmonics and balancing the grid

currents. In addition, by controlling the DC-link voltage, one optimized the gen-

erated power from solar photovoltaic panels without using any MPPT method.

In off-grid mode operation, the DC-DC buck/boost converter is controlled to

achieve MPPT from solar photovoltaic panels and balance the power in the
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system by charging and discharging the batteries. Regarding the approach used

to achieve MPPT from the solar photovoltaic panels, as shown in Fig. 8.8, the

near maximum power is extracted by controlling the DC link voltage. However,

the output solar photovoltaic panels’ voltage (VPV) is equal to 400V, which cor-

responds to the near maximum power. However, by selecting DC-link voltage

equal to 400V with a range of variation of �10V, one can easily extract the

MPPT without using any MPPT method [15].

FIG. 8.8 PPV¼ f(VPV) and iPV¼ f(VPV) characteristics for fixed temperature and solar irradiation

change.
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As already mentioned in Fig. 8.8, the grid current references are estimated as

follows:

i∗Ga ¼ i∗Gap + i
∗
Gaq

i∗Gb ¼ i∗Gbp + i
∗
Gbq

i∗Gc ¼ i∗Gcp + i
∗
Gcq

8><
>: (8.10)

where p and q represent the active and reactive components, which are calcu-

lated as follows:

i∗Gap ¼Wpupa

i∗Gbp ¼Wpupb

i∗Gcp ¼Wpupc

8><
>: (8.11)

where Wp and upabc denote the average weight of the fundamental active com-

ponent of the estimated grid currents and the in-phase unit vectors of the grid

voltage, respectively.

The reactive components of the estimated grid currents are expressed as

follows:

i∗Gaq ¼Wquqa

i∗Gbq ¼Wquqb

i∗Gcq ¼Wquqc

8><
>: (8.12)

whereWq and uqabc denote the average weight of the fundamental reactive com-

ponents of the estimated grid currents and the quadrature unit vectors of the grid

voltage, respectively.

The quadrature unit vectors of the grid voltage are expressed as follows:

uqa ¼�upbffiffiffi
3

p ,uqb ¼
ffiffiffi
3

p upa
2

+
upb�upc
� �

2
ffiffiffi
3

p ,upc ¼�
ffiffiffi
3

p upa
2

+
upb�upc
� �

2
ffiffiffi
3

p (8.13)

The weight of the fundamental of active components of load currents is

extracted using the least mean square (LMS) algorithm and its training through

the Adaline NN control algorithm. However, the average weight of the funda-

mental of active and reactive (Wp(k), Wq(k)) of estimated grid currents are

expressed as follows:

Wp kð Þ¼ 1

3
Wdc� Wpa kð Þ+Wpb kð Þ+Wpc kð Þ� �� �

Wq kð Þ¼ 1

3
Wqa kð Þ+Wqb kð Þ+Wqc kð Þ� �

8><
>: (8.14)

where Wpabc(k) and Wqabc(k) denote the weight of the active and reactive com-

ponents of load currents, which are calculated as

Wpa kð Þ¼Wpa k�1ð Þ+ γ iLa kð Þ�Wpa k�1ð Þupa
� �

upa

Wpb kð Þ¼Wpb k�1ð Þ+ γ iLb kð Þ�Wpb k�1ð Þupb
� �

upb

Wpc kð Þ¼Wpc k�1ð Þ+ γ iLc kð Þ�Wpc k�1ð Þupc
� �

upc

8><
>: (8.15)

Power Quality in Smart Grids Chapter 8 235



and

Wqa kð Þ¼Wqa k�1ð Þ + γ iLa kð Þ�Wqa k�1ð Þuqa
� �

uqa

Wqb kð Þ¼Wqb k�1ð Þ + γ iLb kð Þ�Wqb k�1ð Þuqb
� �

uqb

Wqc kð Þ¼Wqc k�1ð Þ+ γ iLc kð Þ�Wqc k�1ð Þuqc
� �

uqc

8><
>: (8.16)

where iLabc and γ represent the load currents and the convergence factor, which
vary between 0.01 and 1 [15]. To achieve a fast response with high accuracy, γ is
selected equal to 0.1.

The instantaneous compensation term (Wdc) is obtained at the output of the

antiwindup PI DC-link voltage controller (AWPI). As is detailed in Fig. 8.8, a

new PI controller scheme with antiwindup feedback to avoid the saturation

issue during weather condition change is proposed. The proposed model of

the AWPI is presented in Fig. 8.9 [16]. The constants of the antiwindup feed-

back, τi and τc1, and τc2, are selected equal to 2, 0.5, and 10, respectively.

The estimated grid currents, which are expressed in Eq. (8.10), are compared

with the measured grid currents (iGabc), and the errors are fed to AWPRC con-

trollers. The obtained output signals are fed to PWM to generate the pulses

required by IGBTs of VSC1.

8.3.3 Control Strategy for the DC-DC Buck/Boost Converter

As already discussed, the proposed UPQC-S based microgrid configuration can

operate during faults as a standalone system. However, in this operation mode,

the DC-link voltage (vdc) is regulated as is shown in Fig. 8.10 by controlling the
DC-DC buck/boost converter.
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–
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FIG. 8.10 Control strategy for DC-DC buck/boost converter.

å

ò

´

Vdc
udc maxudc max

udc min

udc

x

k

k / ti

k / tc1

k / tc2

e
G(S)

–+

–
+

–
+

Vdc

eñ0

Vdc
*

FIG. 8.9 Model of the AWPI controller.

236 Pathways to a Smarter Power System



By controlling the DC-link voltage, one can extract the MPPT from solar

photovoltaic panels and balance the power in the system by charging and dis-

charging the batteries. To avoid the saturation issue, AWPI controllers are used

to control the DC-link voltage in the outer control loop and to control the battery

current in the inner control loop.

However, the measured DC-link voltage is compared with its reference,

which is equal to 400V. The error of DC-link voltage (ΔVdc) is fed to the AWPI

controller. The output of the AWPI controller represents the reference battery

current (ibat*), which is compared afterwards with the sensed battery current

(ibat) and the error is fed to the AWPI controller. The obtained signal is fed after-

wards to the PWM to control the switches (S13 and S14).

8.4 Results and Discussion

The performance of the proposed UPQC-S based microgrid configuration with

solar photovoltaic panels and its developed control strategies based on Adaline

NN with LMS algorithm, as well as with AWPIs and AWPRCs, are validated

using MATLAB/Simulink. The proposed system is supplied from the grid

through step down transformer with three phase-supply voltages (110V,

60Hz) when it is operating in the grid-connected mode. In addition, the gener-

ated power from the solar photovoltaics system is supplied to the loads, and the

rest of power is injected into the grid. When the system operates in the off-grid

mode, loads are supplied from solar photovoltaic panels and battery storage

through the VSC2. The performance of the complete system is tested with volt-

age sag and swell, as well as in the presence of linear and nonlinear load, and

during absence of loads. In addition, the performances of both operation modes

are tested under weather condition changes.

8.4.1 Performance Under Voltage Sag and Swell Conditions During
Grid-Connected Mode

In Fig. 8.11, the waveforms of the grid (vG), load (vL), and series voltages (vsr),
are presented. The performances of the developed control strategy for the series

power converter shown in Fig. 8.3 are tested under grid voltage decreasing from

t¼0.2s to t¼0.4 s and increasing from t¼0.9s and t¼1.2s. It can be observed

that the series power converter injects the required compensating voltage during

grid voltage variation. One can see clearly that instead of sudden increasing and

decreasing of grid voltage, the load voltage is regulated at its value and is kept

sinusoidal. One may also observe that during transition, the AWPRCs perform

well. This confirms the robustness of the developed control strategy-based Ada-

line NN with LMS and AWPRC controller for series power converter.
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8.4.2 Performance Under Voltage Sag and Swell Conditions
and Load Variation

In Fig. 8.12, the waveforms of phase “a” of the grid voltage (vG) and current

(iG), load voltage (vL), and current(iL), shunt power converter current (ish),
DC-link voltage (Vdc), and output current of solar photovoltaic panels (iPV)
are presented. The performance of the developed control strategy for shunt

power converter (VSC2) to achieve high performance from solar photovoltaic

panels without using the MPPTmethod, mitigate harmonics, balance the source

current, and inject a clean power into the grid is tested under sudden decreasing

and increasing of grid voltage, and sudden connecting and disconnecting of lin-

ear and nonlinear load, including RC and RL loads.

It can be observed that the grid voltage is decreased from t¼0s to t¼0.3s

and is increased between t¼0.5s and t¼0.7s. Furthermore, the load is discon-

nected between t¼0.1s and t¼0.6s.

It can also be observed that the load voltage is regulated constant and sinu-

soidal during transition and when grid voltage is increased or decreased. One

may observe that one load is disconnected, and the generated power from
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FIG. 8.11 Performance under voltage sag and swell conditions.
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the solar photovoltaic panels is injected into the grid with high quality with less

current and voltage harmonics distortions. The DC-link voltage is well regu-

lated at its rated value, which is equal to 400V. One can see clearly that by reg-

ulating the DC-link voltage, one can extract easily the maximum power from

solar photovoltaic panels without using any MPPT method. However, the out-

put current of the solar photovoltaic panels is precisely 15A, which corresponds

exactly to the maximum value of current obtained at 500W/m2, as shown in

Fig. 8.8.

In Figs. 8.13 and 8.14, the waveforms of the grid voltage (vG) and current

(iG), load current (iL) and voltage (vL), output current of the VSC2 (ish), DC-link
voltage (Vdc), and the output current of the solar photovoltaic panels (iPV) are
presented. Nonlinear loads including RL and RC loads are connected between

t¼0s and t¼0.3s, and disconnected from t¼0.3s to t¼0.7s.

In addition, the grid voltage is subjected to sudden increasing and decreasing

between t¼0.1s and t¼0.2s and between t¼0.5s and t¼0.7s. In this test, the

FIG. 8.12 Performance under linear load variation (switching off the phase “a” between t¼0.1s

and 0.6s) and fixed solar irradiation.
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solar irradiation is kept equals to 500W/m2. It can be observed that the load

voltage is kept constant and sinusoidal during voltage sag and swell condition.

The grid current is balanced and sinusoidal when nonlinear loads are connected.

It can also be observed that during connecting and disconnected of loads, sys-

tem inject a clean power into grid with high power quality. One may observe

that with regulating the DC-link voltage at its rated value, one achieves the

MPPT from the solar photovoltaics without using any MPPT method. It may

also be observed that the extract current at 500W/s is equal to 15A, which rep-

resents the maximum current that one extract as is shown in Fig. 8.8. It can be

seen that the DC link-voltage and load voltage are well regulated during tran-

sition without any saturation issue and without oscillations, which confirms the

robustness of the antiwindup feedbacks that integrated with PI and PRC control-

lers and their optimal gains. The obtained results show satisfactory perfor-

mance, from the point of view of power quality and stability during load

condition change and during grid voltage change, confirming the robustness

FIG. 8.13 Performance under nonlinear load type RL (switching off the phase “a” between

t¼0.3s and 0.7s) and fixed solar irradiation.
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and capability of the proposed control approach based on Adaline NN with

LMS algorithm to mitigate harmonics and balance the grid current, inject a

clean power into the grid, and extract MPPT without using any MPPT method.

In Fig. 8.15, the waveforms and zooms between t¼0.6s and t¼0.8s of the

grid voltage (vG) and currents (iG), load voltage (vL) and current (iL), output cur-
rent of VSC2 (ish), DC-link voltage (Vdc), and output current of the photovol-

taics panels (iPV) are presented. To test the performance of the proposed control

strategy for VSC2 to achieve high performance from solar photovoltaic panels

without using any MPPT methods and to inject a clean power into grid, system

is subjected to three different solar irradiations: 500W/m2, 600W/m2, and

800W/m2 at t¼0s, t¼0.2 s, and at t¼0.7s. It is observed that the DC-link volt-

age varies slightly with these variations and the obtained currents corresponds

to the maximum current, as shown in Fig. 8.8. One may observe that the grid and

VSC2 currents vary with variation of the solar irradiation; it increases at t¼0.2 s

and increases more at t¼0.7s, which confirms that the system can extract max-

imum power from solar photovoltaic panels and inject this into the grid with

high power quality.

FIG. 8.14 Performance under nonlinear load type RC (switching off the phase “a” between

t¼0.3s and 0.7s) and fixed solar irradiation.
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FIG. 8.15 Performance under no-load and with solar irradiation change and their zoom.
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8.4.3 Performance During Transition Between Grid-Connected
Mode to Off-Grid Mode

In Fig. 8.16, the waveforms and the zooms between t¼0.1s and t¼0.3s of the

grid voltage (vG) and current (iG), load voltage (vL) and current (iL), VSC2 (ish),
DC-link voltage (Vdc), and the output current of solar photovoltaic panels (iPV)
are presented. To test the performance of the proposed UPQC-S based micro-

grid configuration and its developed control strategies when it is connected to

the grid, as well as when it operates as a standalone system, the grid is switched

off at t¼0.2s. Furthermore, the system is subjected to solar irradiation change

and is supplying a fixed nonlinear load type RL.

It can be observed that the output current from solar photovoltaic panels vary

with variation of solar irradiations; it increases at t¼0.4s and increases more

still at t¼0.4s. One can see clearly that the output current represents the max-

imum currents, as shown in Fig. 8.8. One can also observe that from t¼0s to

t¼0.2s, the UPQC-S based microgrid is connected to the grid, which is why the

grid is supplying the connected nonlinear load. In this period, VSC2 operates as

a shunt active filter; it compensates harmonics and regulates the DC-link volt-

age at its rate value. At t¼0.2s, the grid is switched off and the UPQC-S based

microgrid switches from the grid-connected mode to the off-grid mode, which is

why the DC-DC buck/boost converter regulates the DC-link voltage instead of

VSC2, in order to balance the power in the system. One can see clearly that the

battery discharges from t¼0.2 s to t¼0.4s and charges from t¼0.4s to t¼1.2 s.

The transition between the grid-connected mode and the off-grid mode is

achieved quickly without disrupting the connected nonlinear load and without

any saturations of the controllers. In addition, in the off-grid mode, the system

frequency at PCC is regulated constant and the load voltage is kept stable and

sinusoidal in the presence of nonlinear load. This confirms that the VSC2 sup-

ported by battery storage system is able to ensure regulation of the load voltage

and frequency, mitigate harmonics, and extract the maximum of power from the

solar photovoltaic panels.

8.5 Conclusion

In this chapter, the UPQC-S based microgrid configuration with solar photovol-

taic panels for smart grid has been studied. The performance of the proposed

configuration has been validated using MATLAB/Simulink and the obtained

results show satisfactory performance when the UPQC-S based microgrid oper-

ates as a standalone system and when it is connected to the grid. The developed

control strategies for the series and shunt power converters based on the Adaline

NN with LMS algorithm demonstrate their capability to maintain the system

stably during transition between both operations modes without any saturation

issue, regulate the load voltage at a constant rate by compensating the voltage

sag/swell, maintain the system frequency at a constant rate, compensate har-

monics, and balance the grid currents, supplying the connected loads without
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interruption, injecting a clean power into the grid, and extracting the maximum

of power from the solar photovoltaic panels without using any MPPT method.
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9.1 Introduction

One of the pathways for a smarter power system involves using power elec-

tronic converters to deal with power system control and stability issues, such

as control of active power and frequency, control of reactive power and voltage,

subsynchronous torsional oscillations, voltage stability, frequency stability,

small-signal stability, transient stability, renewable distributed generator

energy injection and storage, power quality, security, resilience, and reliability

etc. All this makes power system dynamic responses and optimization in real-

time possible by energy Internet Of Things (IoTs) smart grid technologies.

Fig. 9.1 shows development from the industrial revolution to today, when

the cyber physical system connects everything together, such as power net-

works and human, through wireless communication and the internet forming

Pathways to a Smarter Power System. https://doi.org/10.1016/B978-0-08-102592-5.00009-0

© 2019 Elsevier Ltd. All rights reserved. 247

https://doi.org/10.1016/B978-0-08-102592-5.00009-0


a smart system with machine learning or artificial intelligence computing to

make an optimal decision to control power electronic systems to regulate energy

and power flow or storage in the systems in a precise way. Based on load

demand response, power suppliers can optimize their resources into power gen-

eration, transmission, and distribution through fourth industrial revolution tech-

nologies. With the support of IoT and cyber physical system technologies,

interactive collaboration among power consumers, suppliers, and computing

machines, precision power generation, and transmission and distribution plan-

ning and operation can be possible. Power electronics is one of the keys to

achieve a smarter power system development.

In this chapter, basic power electronic converters are reviewed in

Section 9.2, such as DC/DC, AC/DC, AC/AC, and finally AC/AC converters.

In Section 9.3, three-phase static inverters and their corresponding space vec-

tors are discussed. In Section 9.4, flexible alternative current transmission sys-

tems (FACTS) and distributed FACTS devices are given. In this chapter,

smarter solutions based on power electronics are introduced.

9.2 Power Electronics Converters [1–3]

Themain purpose of power electronics is to control the flow of electric energy by

processing the power electronics switches with storage elements to control its

voltage and current to suit the user needs. Modern power electronics converters

are involved in applications such as electrical-machine-motion-control, switched-

mode power supplies, renewable energy and storage systems, distributed power

generators, power quality compensators, and vehicle chargers. On top of power

electronics converters, combining the IoTs connecting online power systems with

data science technologies forms a smarter solution to optimize power and energy

operation planning, management and control as micro-grids, and/or a smart

grid making a superior energy network in a more effective and intelligent way.

The breakthrough and advancement of power semiconductor devices/

switches forms the history of power electronics. The first power electronics

device was a mercury arc rectifier developed in 1900. The second power elec-

tronics revolution began in 1958 with the development of the thyristor. From

1st 2nd 3rd 4th

1784
Mechanisation,

water power, steam power
Mass production

assembly line, electricity
Computer

and automation
Cyber physical

systems

1870 1969 Today

FIG. 9.1 Development from the industrial revolution to the present day.
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1975 to 1995, more turn-off power-semiconductor elements were developed

and implemented. After that, Bipolar Junction Transistors (BJTs), Metal-

Oxide-Semiconductor Field-Effect Transistors (MOSFETs), Gate Turn-Off

Thyristors (GTOs), Insulated-Gate Bipolar Transistors (IGBTs), Integrated

Gate-Commutated Thyristors (IGCTs), and MOS Controlled Thyristor (MCTs)

were developed. Correspondingly, different types of power semiconductor

switches are employed into power conversion as power electronic converters.

Accordingly, power electronic converters have the ability to convert, shape,

process, and control electrical power and energy in different applications.

Several examples of uses for power electronic systems are DC/DC con-

verters (used in many mobile devices, such as cell phones), AC/DC converters

(computer power supplies, battery chargers, etc.), AC/AC converters (motor

drivers, railway traction motors, etc.), and DC/AC converters (electric vehicles,

active power filters, distributed power supplies, etc.). Power scales can be small,

medium, or large. Small-scale power electronic systems can be integrated cir-

cuits. Large-scale power electronics are used to control hundreds of megawatt

of power flow across regions and countries.

Some of these converters are given below.

9.2.1 DC/DC Converters

Typically, DC/DC converters are used due to unstable DC input for having sta-

ble DC output or adjustment of specific dc level voltage for applications. DC to

DC converters are used in portable electronic devices such as cellular phones

and laptop computers, which are supplied with power mostly from batteries.

In Figs. 9.2–9.5, a Buck (Step-Down) converter, a Boost (Step-Up) converter,

a Buck-Boost converter and a Cuk converter are illustrated. In several applica-

tions, DC to DC converters are developed to maximize the energy harvest from

photovoltaic systems, which are called power optimizers.

9.2.2 AC/DC Rectifiers

Rectifiers are power electronics converters to convert AC input power into DC

output, which produces a DC current, and normally consist of pulses of current.

In several applications of rectifiers, such as power supplies for television and

Vs
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Is S L

D

+

–

C+
–

Load

FIG. 9.2 Buck converter.
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computer facilities, they require a steady and stable DC current, in such cases

smoothed by power quality compensators or filters, possibly followed by a volt-

age regulator to produce a steady current. Typical single-phase and three-phase

rectifiers are given in Figs. 9.6 and 9.7, respectively. For very high-power rec-

tifiers the 12-pulse bridge connection is used, which consists of two 6-pulse

bridge circuits connected in series, as shown in Fig. 9.8, by connecting a trans-

former that produces a 30 degree phase shift between two bridges; in such a

connection this cancels a lot of the characteristic harmonics that the six-pulse

bridges produce. Fig. 9.8 shows a 30 degree phase shift achieved by a trans-

former with two sets of secondary windings, one in a star (wye) connection

and another one in a delta connection. In summary, filtering, wye-delta

angle-shifting transformers, and power factor correction circuits in rectifiers

can reduce system harmonics and displacement power factor angle for increas-

ing system performance.
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FIG. 9.3 Boost converter.
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FIG. 9.4 Buck-Boost converter.
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FIG. 9.5 Cuk converter.
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9.2.3 AC/AC Converters

AC/AC converters are power electronic systems that can convert an AC wave-

form into another AC waveform by changing its voltage amplitude and fre-

quency, which can be applied in electric locomotives, food processing,

constant frequency power supplies, and high frequency applications such as

induction heating, etc. Fig. 9.9 shows a simple AC/AC converter which can

be controlled by on/off control and phase angle control. In such a case, it

may generate high AC line distortion and low power factor. Switches are

employed to represent power electronic switches in some of the given figures

below. Fig. 9.10 shows a three-phase AC/AC converter, which is composed of a

rectifier and an inverter together through a DC link voltage coupling by a
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FIG. 9.6 A single-phase rectifier circuit.
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FIG. 9.7 A three-phase rectifier circuit.
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FIG. 9.8 A 12-pulse bridge three-phase rectifier.
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capacitor. However, its power flow can be bidirectional, which can be con-

trolled by a corresponding Pulse Width Modulation. In Fig. 9.11, the DC link

between two converters is replaced by an inductor, which supports current

source system; meanwhile its switching components are replaced accordingly.

9.2.4 DC/AC Converters

DC/AC converters called inverters change DC input into AC output by power

electronic systems through changing its amplitude and frequency. Static

S3b

v(t)

S1a S1b

S3a S4a S4b

S2b

Load

S2a

FIG. 9.9 Simple AC/AC converter.

a

b

c

A

B

C

La,b,c

C

FIG. 9.10 An AC/AC converter in voltage source mode.

L

a

b

c

A

B

C

Ca,b,c CA,B,C

FIG. 9.11 An AC/AC converter in current source mode.
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inverters do not usemechanical moving parts in the conversion process. In appli-

cations, converters can be designed for electric vehicles, uninterruptible power

supplies, refrigeration compressors, power quality compensators, renewable

energy distributed generators, etc. Inverters are important for smarter power sys-

tems. More detailed explanation and information will be given below. However,

several typical circuit topologies are given in Figs. 9.12–9.14. Figs. 9.12 and 9.13
show a typical DC source (vdc) with a full bridge converter in a single-phase AC

(vo) output and three-phase DC/AC converter, respectively. Fig. 9.14 shows a

DC/AC converter composed of two half-bridge circuits.

9.3 Three-Phase Static Inverters and Corresponding Space
Vectors [4–9]

Due to the consideration that most of power electronic converters used for

power network systems are inverters, as a result, three-phase static inverters

Vdc

S
1

i
d

i
o

n
o

S
3

–

–

+

+

S
4

D
1

D
3

D
4

D
2

S
2

FIG. 9.12 Single-phase DC/AC converter.

vdc
a

S1

+

–

S3

S6S4 S2

VO

S5

b c

FIG. 9.13 Three-phase DC/AC converter.
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are given in this section and their corresponding space vectors are discussed.

Three-basic three-phase inverter topologies are analyzed and discussed in

two level cases: for example, three-leg, three-leg center-split, and four-leg

inverters in three-phase three-wire and three-phase four-wire systems.

9.3.1 Two-Level Three-Leg Converters

Based on Fig. 9.13, when power electronic devices are considered as equivalent

switches, their equivalent model is given in Fig. 9.15, where Z is the load imped-

ance, with a, b, and c representing phases a, b, and c, respectively. Point “0” rep-
resents the neutral point and point “n” means the reference. In Fig. 9.15, the DC

link voltage can be expressed as Eq. (9.1). In an ideal case, vdc1¼vdc2¼vdc. It
should be noted that vdc1¼vdcu and vdc2¼vdcL are upper DC voltage source

and lower DC voltage source, respectively, in the following sections.

vdc ¼ vdc1 + vdc2 (9.1)

In a three-phase system, an instantaneous voltage vector, v
!
, can be repre-

sented by a linear combination of vector basis B¼ n
!
a, n

!
b, n

!
c

n o
as shown

in Eq. (9.2), where va, vb, and vc are scalars. However, using the Clarke trans-
formation [10–12], a three-phase voltage vector can be expressed in ∝-β-0
transformation, which shows that the voltage vector can span in a space. In

a three-phase three-wire system, considering unbalance symmetric sequences,

the zero sequence component is zero.

v
!¼ van

!
a + vbn

!
b + vcn

!
c (9.2)

Let B0 ¼ n
!
α, n

!
β, n

!
0

n o
be a base; those two bases for a finite dimensional

vector space have the same number of vectors, which can span in a space.

H-bridge cell 1

SA1 SA3

SA2Vdc SA4

H-bridge cell 2

SA5 SA7

SA6Vdc SA8

a

n

FIG. 9.14 H-bridge DC/AC converter.
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However, in a three-phase three-wire system, considering unbalance symmetric

sequences, the zero sequence component is zero. As a result, the voltage vector

can be expressed by Eq. (9.3) accordingly under the consideration that instan-

taneous power and reactive power computation are equal before and after trans-

formations, so that the factor
ffiffiffiffiffiffiffiffi
2=3

p
is used instead of 2/3.

vα
vβ

� �
¼

ffiffiffi
2

3

r 1 �1

2
�1

2

0

ffiffiffi
3

p

2
�

ffiffiffi
3

p

3

2
64

3
75

va
vb
vc

2
4

3
5 (9.3)

Fig. 9.16 shows vector bases in three dimensions, which demonstrates the

relationship between B¼ n
!
a, n

!
b, n

!
c

n o
and B0 ¼ n

!
α, n

!
β, n

!
0

n o
. The projection

of B¼ n
!
a, n

!
b, n

!
c

n o
on a two-dimensional plan is shown in Fig. 9.16, where

v0¼0 in three-phase three-wire systems.

Considering Fig. 9.15, the converter output voltages in a-b-c coordinates can
be expressed in Eq. (9.4). It is required to transform the voltages from a-b-c into
α-β-0 coordinates. Considering DC linked voltage, after taking the transforma-

tion from Eq. (9.4) into Eq. (9.5), it should be noted that the total DC linked

voltage defined here is 2vdc between point P and N in Fig. 9.15.

va0
vb0
vc0

2
4

3
5¼ 1

6
2vdcð Þ

2 �1 �1

�1 2 �1

�1 �1 2

2
4

3
5 Sa

Sb
Sc

2
4

3
5 (9.4)

where Sj¼{+1,�1} and j¼{a,b,c}.
Based on the Clarke transformation in Fig. 9.16, Eq. (9.5) is used for

transformation.

Pαβ0 ¼
ffiffiffi
2

3

r cos0° cos 120°ð Þ cos 240°ð Þ
sin0° sin 120°ð Þ sin 240°ð Þ

sin 45°ð Þ sin 45°ð Þ sin 45°ð Þ

2
4

3
5

¼
ffiffiffi
2

3

r 1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p

=2
1=

ffiffiffi
2

p
1=

ffiffiffi
2

p
1=

ffiffiffi
2

p

2
4

3
5 (9.5)

P
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c
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Z

1dcv

2dcv
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–

1aS

2aS

1bS

2bS

1cS

2cS

N

FIG. 9.15 DC/AC inverter equivalent model.
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vα0
vβ0
v00

2
4

3
5¼ 2vdcð Þ

6
Pαβ0

� � 2 �1 �1

�1 2 �1

�1 �1 2

2
4

3
5 Sa

Sb
Sc

2
4

3
5

¼ vdc

ffiffiffi
2

3

r 1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p

=2
0 0 0

2
4

3
5 Sa

Sb
Sc

2
4

3
5 (9.6)

Finally, considering the scalar values Kα, Kβ, and K0 by Eq. (9.7), an instan-

taneous converter output voltage vector of a three-leg converter can be

expressed as Eq. (9.8) where Sα ¼ Sa� 1
2
Sb� 1

2
Sc and Sβ¼Sb�Sc.

v
!¼Kan

!
a +Kbn

!
b +Kcn

!
c (9.7)

v
!
three�leg ¼ vdc

ffiffiffi
2

3

r
Sα � n!α +

1ffiffiffi
2

p Sβ � n!β

" #
(9.8)

so that the scalars Kα, Kβ, and K0 are
ffiffiffiffiffiffiffiffi
2=3

p
vdcSα, 1=

ffiffiffi
2

p
vdcSβ, and 0, respec-

tively. It should be noticed that vdc is the half value of vPN. vdc1 ¼ vdcu, vdc2 ¼
vdcL, and vPN ¼ vdc1+ vdc2. There is no zero-component coincidentally, which

changes 3D a-b-c coordinates on 2D α-β plane. Fig. 9.17 shows their corre-

sponding voltage space vectors on α-β plane.

Referring to Fig. 9.18, related parameters are defined in 3D, then amplitudes

and angles among different converters can be compared accordingly. Table 9.1

lists their corresponding voltage vector parameters defined in Eqs. (9.9)–(9.12)
for two-level three-leg converters.

ρ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
α + Z

2
β + Z

2
0

q
(9.9)

r¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
α + Z

2
β

q
(9.10)

θ¼ tan�1 Zβ
Zα

� �
(9.11)

45°

nb
®

nc
®

na
®

nb
®

na
®

n0
®

FIG. 9.16 Bases in 3D.
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φ¼ cos�1 Z0
ρ

� �
¼ sin�1 r

ρ

� �
(9.12)

9.3.2 Two-Level Three-Leg Center-Split Converters

A two-level three-leg center-split converter is given in Fig. 9.19. It should be

noted that two capacitors are used instead of one. In an idea case, vdcu and vdcL

should be equal. However, in practical cases, vdcu should not be equal to vdcL

due to neutral current passing through the point n. An equivalent circuit can be

given according to Figs. 9.15 and 9.19, as shown in Fig. 9.20, where the three-

phase load neutral point “o” is connected with DC linked voltage reference

point “n.”
According to the defined switching functions, the voltage vectors can be

defined accordingly as given in Eq. (9.13) in a-b-c coordinates if

vdc¼vdcu¼vdcL. It should be noted that the total dc linked voltage between

terminals “P” and “N” is 2vdc; its half voltage is vdc¼vdcu¼vdcL.

V
0n(–1 –1 –1)

V
0p(1 1 1)

V
6(1 –1 1)

V
5(–1 –1 1)

V
4(–1 1 1)

na

V
3(–1 1 –1)

®

V
2(1 1 –1)

®

V
1(1 –1 –1)

®®

®

®

® ®

®
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®

FIG. 9.17 Allocation of output voltage vectors in a two-level three-leg converter.
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FIG. 9.18 3D Parameter definitions.
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va0
vb0
vc0

2
4

3
5¼ vdc

1 0 0

0 1 0

0 0 1

2
4

3
5 Sa

Sb
Sc

2
4

3
5 (9.13)

where Sj¼{+1,�1} and j¼{a,b,c}.

TABLE 9.1 Two-Level Three-Leg Converter Voltage Vector Parameters

Sa Sb Sc Sα Sβ S0 r θ Z0 ρ φ

V
!

1
1 �1 �1 2 0 0 1.633 0° 0 1.633 90°

V
!

2
1 1 �1 1 2 0 1.633 60° 0 1.633 90°

V
!

3
�1 1 �1 �1 2 0 1.633 120° 0 1.633 90°

V
!

4
�1 1 1 �2 0 0 1.633 180° 0 1.633 90°

V
!

5
�1 �1 1 �1 �2 0 1.633 240° 0 1.633 90°

V
!

6
1 �1 1 1 �2 0 1.633 300° 0 1.633 90°

V
!

0p
1 1 1 0 0 0 0 * 0 0 90°

V
!

0n
�1 �1 �1 0 0 0 0 * 0 0 90°

*Unavailable.

a b c

T1a T1b T1c

T2a T2b T2c

n

VdcU

VdcL

Cdc

Cdc

Vdc
vinva vinvb vinvc

FIG. 9.19 A three-leg center-split voltage source inverter.
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FIG. 9.20 Two-level three-leg equivalent center-split converter model.

258 Pathways to a Smarter Power System



The converter output voltages in α-β-0 coordinates are expressed in

Eq. (9.14). An instantaneous converter output voltage vector of a three-leg

center-split converter can be represented by Eq. (9.15).

vα0
vβ0
v00

2
4

3
5¼ vdc

ffiffiffi
2

3

r 1 �1

2
�1

2

0

ffiffiffi
3

p

2
�

ffiffiffi
3

p

2
1ffiffiffi
2

p 1ffiffiffi
2

p 1ffiffiffi
2

p

2
6666664

3
7777775

1 0 0

0 1 0

0 0 1

2
4

3
5 Sa

Sb
Sc

2
4

3
5

¼ vdc

ffiffiffi
2

3

r 1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p

=2
1=

ffiffiffi
2

p
1=

ffiffiffi
2

p
1=

ffiffiffi
2

p

2
4

3
5 Sa

Sb
Sc

2
4

3
5 (9.14)

In this case, scalars Kα, Kβ, and K0 are
ffiffiffiffiffiffiffiffi
2=3

p
vdcSα, 1=

ffiffiffi
2

p
vdcSβ, and

1=
ffiffiffi
3

p
vdcS0, respectively.

v
!
center�split ¼ vdc

ffiffiffi
2

3

r
Sα � n!α +

1ffiffiffi
2

p Sβ � n!β +
1ffiffiffi
3

p S0 � n!0

" #
(9.15)

where Sα ¼ Sa� 1
2
Sb� 1

2
Sc, Sβ ¼ Sb�Sc, and S0 ¼ Sa + Sb + Sc.

Table 9.2 lists corresponding voltage vectors and their parameter values

accordingly. Comparing Tables 9.1 and 9.2, and especially voltage vectors

TABLE 9.2 Two-Level Three-Leg Center-Split Converter Voltage Vector

Parameters

Sa Sb Sc Sα Sβ S0 r θ Z0 ρ φ

V
!

1
1 �1 �1 2 0 �1 1.633 0° �0.577

ffiffiffi
3

p
109.46°

V
!

2
1 1 �1 1 2 1 1.633 60° 0.577

ffiffiffi
3

p
70.54°

V
!

3
�1 1 �1 �1 2 �1 1.633 120° �0.577

ffiffiffi
3

p
109.46°

V
!

4
�1 1 1 �2 0 1 1.633 180° 0.577

ffiffiffi
3

p
70.54°

V
!

5
�1 �1 1 �1 �2 �1 1.633 240° �0.577

ffiffiffi
3

p
109.46°

V
!

6
1 �1 1 1 �2 1 1.633 300° 0.577

ffiffiffi
3

p
70.54°

V
!

0p
1 1 1 0 0 3 0 *

ffiffiffi
3

p ffiffiffi
3

p
0°

V
!

0n
�1 �1 �1 0 0 �3 0 * � ffiffiffi

3
p ffiffiffi

3
p

180°

*Unavailable.
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on α-β plane are given in Fig. 9.21, amplitude r and angle θ are the same,

corresponding to V
!
1, V

!
2, V

!
3, V

!
4, V

!
5, V

!
6

n o
. However, the vectors of the

three-leg center-split converter have zero components that are not zero. In

Table 9.2, Z0 can be +0.577, �0.577, +
ffiffiffi
3

p
, and � ffiffiffi

3
p

. On α-β plane, voltage

vectors generated by three-leg and three-leg center-split converters are equal.

In a two-level three-leg center-split converter, there are 23¼8 available

voltage vectors with eight achievable switching states. The available vectors

are projected from 3D a-b-c coordinates into 3D α-β-0 coordinates. Fig. 9.22

shows the allocation of available output voltage vectors of a two-level three-

leg center-split converter in 3D.

V
1(1 –1 –1)

V
0n(–1 –1 –1)

V
0p(1 1 1)

V
6(1 –1 1)

V
5(–1 –1 1)

V
4(–1 1 1)

V
3(–1 1 –1) V

2(1 1 –1)
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na

®
®

®

® ® ®

®®

®

FIG. 9.21 Allocation of output voltage vectors in a two-level three-leg center-split converter.
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FIG. 9.22 Allocation of available output voltage vectors of a two-level three-leg center-split con-

verter in 3D.
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Comparing Figs. 9.17 and 9.21, we see that the number of available voltage

vectors is equal to the number of available states in a two-level three-leg center-

split converter, which is not the case in a two-level three-leg converter. In a two-

level three-leg center-split converter, those two zero vectors can be employed

for a neutral current compensation as well as optimizing the switching sequence

to reduce switching loss.

In practical operations, vdcu 6¼vdcL is generally used in order to consider the

influence of the unbalance DC upper and lower-leg voltage variations on 3D

voltage space vectors of the three-phase converters. Switching functions are

considered due to the unbalance between DC upper and lower capacitor volt-

ages. Vdc is defined as Eq. (9.16). The upper-leg and lower-leg switching func-

tions in a, b, or c phases can be defined as Eq. (9.17) accordingly, where Sj
N is

defined as a switching function due to DC voltage unbalance, where j¼a, b, or c
for corresponding three-phase, respectively. In Sj

N, this switching function may

not be 1; the value is changed due to voltage variation. When vdcu¼vdcL¼Vdc,

Sj
N¼Sj. However, when vdcu 6¼vdcL 6¼Vdc, Sj

N 6¼ �1. Linking up the conven-

tional switching function Sj and unbalance switching function Sj
N, their relation-

ship can be found as given in Eq. (9.18).

Vdc ¼ vdcu + vdcL
2

(9.16)

SNj ¼
vdcu
Vdc

, upper leg

�vdcL
Vdc

, lower leg

8><
>: (9.17)

SNj ¼ Sj +ΔS (9.18)

where ΔS¼ vdcu� vdcL
2Vdc

.

Therefore, the output voltage vector of a three-leg inverter can be recalcu-

lated by Sa
N,Sb

N, and Sc
N due to the DC voltage unbalance.

By checking Eq. (9.15), after α-β-0 transformation from a-b-c, original
switching functions are as follows:

Sα ¼ Sa�1

2
Sb�1

2
Sc (9.19)

Sβ ¼ Sb�Sc (9.20)

S0 ¼ Sa + Sb + Sc (9.21)

Under DC voltage variation, those DC unbalance switching functions are as

follows:

SNα ¼ SNa �
1

2
SNb �

1

2
SNc (9.22)

SNβ ¼ SNb �SNc (9.23)

SN0 ¼ SNa + S
N
b + S

N
c (9.24)
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Finally, corresponding instantaneous voltage vector of a three-phase three-

leg center-split converter can be expressed due to DC voltage variation by

Eq. (9.25).

v
!N
center�split ¼Vdc

ffiffiffi
2

3

r
SNα � n!α +

1ffiffiffi
2

p SNβ � n!β +
1ffiffiffi
3

p SN0 � n!0

" #
(9.25)

Combining v
!
center�split and v

!N
center�split, the instantaneous voltage vector

v
!N
center�split can be expressed as Eq. (9.26), which shows that zero sequence volt-

age can be influenced due to DC voltage variation. As a result, voltage vector

spans in 3D space can be varied, as shown in Fig. 9.23.

v
!N
center�split ¼ v

!
center�split + v

!N
0 (9.26)

where v
!N
0 ¼

ffiffiffi
3

p
VdcΔS � n!0.

The voltage vectors may vary upward or downward along n
!
0 axis due to the

unbalance of DC voltage variation. However, the instantaneous voltage

bounded volume can be either larger or smaller due to the DC voltage variation,

Vdc, in which total DC linked voltage between terminals “P” and “N” is 2Vdc. It
has 2Vdc¼vdcu + vdcL.

9.3.3 Two-Level Four-Leg Converters

A two-level four-leg converter is given in Fig. 9.24. It should be noted that only

one capacitor is used, and one more leg is connected with neutral point “O”
through terminal “f.” Its equivalent switch model is given in Fig. 9.25 in order

to be compared with previous discussion, and its DC linked equivalent model is

V0p

n0
®

na
®

nb
®

®

V4
®

V6
®

V5
®

V1
®

V3
®

V2
®

V0n
®

(0,0,DV)

FIG. 9.23 Two-level 3D vector allocation due to DC voltage variation.
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decomposed into two parts: upper DC and lower DC parts with the expression

vdc1¼vdcu and vdc2¼vdcL, respectively. Based on Fig. 9.25, when Sf1 is on,

the fourth leg is connected to terminal “P.” On the other hand, when Sf2 is on,

the fourth leg is connected to terminal “N” correspondingly. Furthermore, the

equivalent model can be expressed in two modes. When switching functions are

only considered with +1 and�1, there are two operation modes for the four-leg

converter, as shown in Figs. 9.26 and 9.27, respectively.

When Sf is +1, the node “O” is connected with node “P.” In another mode,

node “O” is connected with node “N” if Sf is �1.

By considering its switching possible modes and their related possible out-

put voltage during switching, when the switches of the fourth leg are not turned

“on” at all, the four-leg converter can be considered as a three-leg converter.

However, when one of the switches of the fourth leg is on, the output voltage

to the load is the difference between the DC voltage and another leg. It should be

noted that vdc1+vdc2¼2vdc under the consideration of switching function dif-

ference between the fourth leg and another leg to generate the output voltage to

the corresponding load. Then, its voltage vectors in B¼ n
!
a, n

!
b, n

!
c

n o
are given

in Eq. (9.27).

va0
vb0
vc0

2
4

3
5¼ vdc

1

0

0

0

1

0

0

0

1

�1

�1

�1

2
4

3
5

Sa
Sb
Sc
Sf

2
664

3
775 (9.27)

The four-leg inverter can produce three independent output voltages. Fur-

thermore, the instantaneous converter output voltages in α-β-0 coordinates from

a b c

T1a T1b T1c

T2a T2b T2c

vinva vinvb vinvc f Cdc

T1g

T2g

vinvg
Vdc

FIG. 9.24 A two-level four-leg converter configuration.

P

N

a
b

c
0

Z

Z

Z

1dcv

2dcv

+

+

–

–

1aS

2aS

1bS

2bS
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fn
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FIG. 9.25 Its equivalent two-level four-leg converter model.
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a-b-c coordinates are expressed in Eq. (9.28). An instantaneous converter out-

put voltage vector of a four-leg converter can be represented by Eq. (9.29). The

scalars Kα, Kβ, and K0 are
ffiffiffiffiffiffiffiffi
2=3

p
vdcSα, 1=

ffiffiffi
2

p
vdcSβ, and 1=

ffiffiffi
3

p
vdcS0,

respectively.

vα0
vβ0
v00

2
4

3
5¼

ffiffiffi
2

3

r
vdc

1 �1

2
�1

2

0

ffiffiffi
3

p

2
�

ffiffiffi
3

p

2
1ffiffiffi
2

p 1ffiffiffi
2

p 1ffiffiffi
2

p

2
6666664

3
7777775

1

0

0

0

1

0

0

0

1

�1

�1

�1

2
4

3
5

Sa
Sb
Sc
Sf

2
664

3
775

¼
ffiffiffi
2

3

r
vdc

1

0

1=
ffiffiffi
2

p

�1=2ffiffiffi
3

p
=2

1=
ffiffiffi
2

p

�1=2

� ffiffiffi
3

p
=2

1=
ffiffiffi
2

p

0

0

�3=
ffiffiffi
2

p

2
64

3
75

Sa
Sb
Sc
Sf

2
664

3
775 (9.28)

v
!
four�leg ¼ vdc

ffiffiffi
2

3

r
Sα � n!α +

1ffiffiffi
2

p Sβ � n!β +
1ffiffiffi
3

p S0 � n!0

" #
(9.29)

where Sα ¼ Sa� 1
2
Sb� 1

2
Sc, Sβ¼Sb�Sc, and S0¼Sa+Sb+Sc�3Sf.

In a two-level four-leg converter, there are 24¼16 available vectors with 15

achievable switching states. The available voltage vectors are projected from

3D a-b-c coordinates into 3D α-β-0 coordinates. Table 9.3 summarizes the
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FIG. 9.26 Mode 1 when switching function of Sf is +1.
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FIG. 9.27 Mode 2 when switching function of Sf is �1.
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TABLE 9.3 Two-Level Four-Leg Converter Voltage Vector Parameters

Sf Sa Sb Sc Sα Sβ S0 r θ Z0 ρ φ

V
!

1p
�1 1 �1 �1 2 0 2 1.633 0° 1.155 2 54.73°

V
!

2p
�1 1 1 �1 1 2 4 1.633 60° 2.309 2.828 35.27°

V
!

3p
�1 �1 1 �1 �1 2 2 1.633 120° 1.155 2 54.73°

V
!

4p
�1 �1 1 1 �2 0 4 1.633 180° 2.309 2.828 35.27°

V
!

5p
�1 �1 �1 1 �1 �2 2 1.633 240° 1.155 2 54.73°

V
!

6p
�1 1 �1 1 1 �2 4 1.633 300° 2.309 2.828 35.27°

V
!

0p
�1 1 1 1 0 0 6 0 * 3.464 3.464 0°

V
!

00n
�1 �1 �1 �1 0 0 0 0 * 0 0 90°

V
!

1n
1 1 �1 �1 2 0 �4 1.633 0° �2.309 2.828 144.73°

V
!

2n
1 1 1 �1 1 2 �2 1.633 60° �1.155 2 125.27°

V
!

3n
1 �1 1 �1 �1 2 �4 1.633 120° �2.309 2.828 144.73°

V
!

4n
1 �1 1 1 �2 0 �2 1.633 180° �1.155 2 125.27°

V
!

5n
1 �1 �1 1 �1 �2 �4 1.633 240° �2.309 2.828 144.73°

V
!

6n
1 1 �1 1 1 �2 �2 1.633 300° �1.155 2 125.27°

V
!

0n
1 �1 �1 �1 0 0 �6 0 * �3.464 �3.464 180°

V
!

00p
1 1 1 1 0 0 0 0 * 0 0 90°

*Unavailable.
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voltage vector parameters for a two-level four-leg converter. Referring to

amplitude r and phase angle θ, comparing with Tables 9.1 and 9.2, all shows

that on an α-β plane, voltage vectors of the four-leg converter are the same

as those of the original three-leg and the three-leg center-split converters; they

are the projections of those vectors on the α-β plane from 3D space. Fig. 9.28

shows voltage vectors in 3D with B0 ¼ n
!
α, n

!
β, n

!
0

n o
base.

Table 9.4 summarizes the above analysis results. Under the center-split

capacitor approach, the three-phase converter becomes three single-phase

half-bridge converters. Thus, it suffers a lower utilization of DC link voltage

as compared to the three-leg and four-leg cases. Based on the maximum phase

voltage that could be performed by the three-phase converters, reaching the
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FIG. 9.28 Allocation of available output voltage vectors of a two-level four-leg converter in 3D.

TABLE 9.4 Comparisons Among Three Basic Three-Phase Converters

Maximum

Phase Voltage

Voltage Capacity

on α-β Plane

Voltage Capacity

on Zero Axis

Three-leg
converters

4

3
vdc

Same 0

Three-leg center-
split converters

vdc Same Middle

Four-leg converters 2vdc Same Highest
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above conclusion was straightforward. However, all of the three-phase con-

verters have the same amplitude, r, of the projected nonzero vectors on the

α-β plane. It means that when the converters have the same DC linked voltage,

they have the same α-β voltage capacity for the converters’ operation. Compar-

ing zero voltage injection capability, the four-leg converter has the highest. As a

result, a three-leg center split and four-leg inverters have the same voltage

capacity on the α-β plane when they have the same DC linked voltage.

Only the space voltage vectors of the three-leg center-split converter are

affected due to the DC voltage unbalance. Conversely, the DC unbalance volt-

ages can be controlled by shifting upward and downward of the reference volt-

age vector accordingly. However, the instantaneous voltage bounded volume

can be either larger or smaller due to the DC voltage variation, Vdc.

9.4 Flexible AC Transmission System (FACTS) and Distributed
FACTS Devices

9.4.1 FACTS and Principle of Power Transmission

The purpose of the transmission network is to connect power grids and loads; it is

good to minimize the total power generation capacity. Transmission systems are

taking advantage of diversity of loads, availability of sources, and fuel prices

in order to supply electricity to the loads at minimum cost with the required

reliability. From that perspective, transmission is often an alternative to a new

generation resource. Less transmission capability means that more generation

resources would be required, regardless of whether the system is made up of

large or small power grids. In fact, small distributed generation becomes more

economically viable with the developing of renewable energy. Nowadays, the

studies of transmission systems are being pushed closer to their stability and ther-

mal limits. However, the ability to transfer AC power is limited by factors such as:

l thermal limit;

l steady-state power transfer limit;

l voltage stability limit;

l transient stability limit;

l power system oscillation damping limit; and

l short-circuit current limit.

The above limits define maximum electric power transmitted efficiently

through transmission systems without causing damage to electric equipment

and transmission lines. A feasible solution without changing power system lay-

out is FACTS, which can be directly controlled in the power system to change

its system performance and push closer to its stability and thermal limits by

varying:

l voltage amplitude;

l angle; and

l impedance.
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With FACTS, the power flow within the power networks can be controllable.

FACTS is a system that is composed of static equipment or devices to enhance

the controllability and increase power transfer capability of the power network,

and that is constructed mainly by power electronics. In IEEE, FACTS is defined

as “A power electronic based system and other static equipment that provide

control of one or more AC transmission system parameters to enhance control-

lability and increase power transfer capability” [13–16].
To model the power transmission operation, a transmission line can be con-

sidered by a reactance with the sending and receive terminal voltages. Fig. 9.29

shows the one-line diagram of the power flow between sending and receiving

terminals, where E and V are sending and receive terminal voltages, X is trans-

mission line impedance, and δ is the angle difference between two terminals.

Based on Fig. 9.29, the power flow equations can be deduced as Eqs. (9.30)–
(9.33). The apparent power from the sending and receive terminals can be

expressed as follows:

SE ¼E
! � I!∗ ¼E∠δ � E∠δ�V∠0

jX

� �∗
¼E∠δ � Ecos δð Þ+ jEsin δð Þ�V

jX

� �

¼EV sin δð Þ
X

+ j
EV

X
� cos δð Þ�V

E

� �
¼PE + jQE

(9.30)

SV ¼V � I!∗ ¼V � E∠δ�V∠0
jX

� �∗
¼V � Ecos δð Þ+ jEsin δð Þ�V

jX

� �∗

¼EV sin δð Þ
X

+ j
EV

X
� V

E
� cos δð Þ

� �
¼PV + jQV

(9.31)

Based on Eqs. (9.30) and (9.31), it can be seen that the active power is the

same for the sending and receiving terminals, while the reactive power has the

different direction.

P¼PE ¼PV ¼EV sin δð Þ
X

(9.32)

Q¼�QE ¼QV ¼EV

X
� V

E
� cos δð Þ

� �
(9.33)

Based on the deductions in Eqs. (9.32) and (9.33), the power flow amplitude

in term of phase angle δ can be plotted as shown in Fig. 9.30.

As shown in this figure, the maximum active power flow will occur at phase

angle with 90 degrees. The power flow between two terminals can be controlled

FIG. 9.29 One-line diagram describing power flow between two terminals.
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by changing its voltage amplitudes, transmission line impedance, and phase

angle up to its thermal limit. Moreover, Fig. 9.30 shows the reactive power flow,

which can be regulated if the amplitude and phase angle δ of the line voltage are
controlled. On the other hand, if the impedance X can be adjusted effectively by

controlling the reactance of the transmission line, the consequence is the regu-

lation of the active and reactive power flows in the line.

Conventional devices for enhancing power system control include series

capacitors, switched shunt capacitors, transformers, phase shift transformers,

synchronous condensers, etc. However, smarter solutions based on power elec-

tronics are FACTS-related equipment, such as Static VAR Compensators

(SVCs), Static Synchronous Compensators (STATCOMs), Thyristor Con-

trolled Series Compensators (TCSCs), Thyristor Controlled Phase Angle Reg-

ulars (TCPARs), Inter-line Power Flow Controller (IPFCs), Unified Power

Flow Controllers (UPFCs), etc. The different FACTS can basically be classified

as four types: series type, shunt type, combined series-series type, and combined

series-shunt type.

By controlling voltage amplitude, angle, and impedance, the different types

of FACTS devices can selectively affect active power transfer. Taking the series

type and shunt type as examples, the active power equation can be illustrated in

Figs. 9.31 and 9.32 with components selectively affected by FACTS.

P
P

P
P

Q

Q

FIG. 9.30 Power angle curve before compensation.

FIG. 9.31 The active power equation with transmission parameters selectively affected

by FACTS.
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Control of the line impedanceXcanprovide apowerfulmeansof activepower

byusing series type compensation likeFixedSeriesCapacitors (FSCs), Thyristor

Protected Series Capacitors (TPSCs), and TCSCs (discussed in Section 9.4.2).

Control of angle (with PARs, for example), which in turn controls the driv-

ing voltage, provides a powerful means of controlling the current flow and

hence active power flow (discussed in Section 9.4.2).

When the angle is not large, controlling the magnitude of one or the other

line voltages (e.g., with SVCs) can be a very cost-effective means for the control

of reactive power flow through the interconnection (discussed in Section 9.4.3).

Injecting voltage in series with the line and with any phase angle with

respect to the driving voltage can control the magnitude and the phase of the

line current. This means that injecting a voltage phasor with variable phase

angle can provide a powerful means of precisely controlling the active and reac-

tive power flow. This requires injection of both active and reactive power in

series (discussed in Section 9.4.4).

Combination of the line impedance control with a series compensation and

voltage regulation with shunt compensation can also provide a cost-effective

means to control both the active and reactive power flow between the two sys-

tems (discussed in Section 9.4.5).

The layout of this section is described as follows. In Section 9.4.1, the prin-

ciple of power transmission is provided. Then, the different types of FACTS are

introduced, including: series type (Section 9.4.2), shunt type (Section 9.4.3),

combined series-series type (Section 9.4.4), and combined series-shunt type

(Section 9.4.5). Finally, a summary is drawn in Section 9.4.6.

9.4.2 Series Type Compensation

Series type compensation devices have been developed from fixed or mechan-

ically switched compensations to the Thyristor Controlled Series Compensators

With parallel
compensation

Without
compensation

Without series
compensation:TCSC

Series
compensation:

phase angle regulator

0

1

2

Ps (pu)

p /2 2pp  + a d (rad)p

FIG. 9.32 The active power waveforms affected by FACTS.
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(TCSCs) or even voltage source converter-based devices. The series type com-

pensation devices can be variable impedance (such as TCSCs) or a power

electronics-based variable (such as PARs).

The idea of the series type compensation is shown in Fig. 9.33. The repre-

sentative series type compensators are introduced, which include FSCs, TPSCs,

TCSCs, and PARs.

9.5.1.1 Fixed Series Capacitors and Thyristor-Protected Series
Capacitors

The simplest and most cost-effective type of series compensation is the FSC, as

shown in Fig. 9.34. FSCs comprise the capacitor banks and parallel arresters

(Metal Oxide Varistors, MOVs) and a bypass switch. The surge arresters protect

the capacitor from overvoltages during and after transmission system failures.

As a kind of dynamic short-circuit current limiting device in Fig. 9.35, the

TPSCs, in line with a series reactor, can limit the short-circuit current within a

few milliseconds by the fast increase of coupling reactance in response to a sud-

den short-circuit. As soon as a short-circuit occurs, the TPSCs are short-

circuited by the thyristor and the reactor limits the short circuit current.

The basic idea behind both FSC and TPSC compensations is to decrease the

overall effective series transmission impedance from the sending end to the

receiving end. The model of the shunt capacitor compensation is illustrated

in Fig. 9.36.

co2 2

FIG. 9.33 Series type compensation.

MOV MOV

Breaker

Breaker

Breaker

FIG. 9.34 Fixed Series Capacitor (FSC).
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Based on Fig. 9.36, the effective transmission impedance Xeffwith the series

capacitive compensation is given by the following:

Xeff ¼X�Xc ¼ 1� kð Þ �X (9.34)

where k is the degree of series compensation, which can be expressed as

follows:

k¼Xc=X and 0� k� 1 (9.35)

Assuming V¼E in Fig. 9.36, the current and active power transmitted can be

derived by following the deductions in Eqs. (9.30)–(9.35) as follows:

I¼ 2V2

1� kð Þ �X � sin δ
2

(9.36)

P¼ V2

1� kð Þ �X � sinδ (9.37)

The reactive power supplied by the series capacitor can be expressed as

follows:

Qc ¼ I2 �Xc ¼ k

1� kð Þ2 �
2V2

X
1� cosδð Þ (9.38)

Based on Eqs. (9.37) and (9.38), the relationship among P, Qc, and δ is

shown plotted at different k in Fig. 9.37.

From Fig. 9.37, it can be observed that the active power increases with the

degree of series compensation k. Similarly, the reactive power supplied by the

series capacitor (FSC and TPSC) also increases with k and varies with angle δ.

9.4.2.1 Thyristor Controlled Series Compensators (TCSCs)

There are two main principles of the TCSC concept. The first one is to provide

electromechanical damping between large electrical systems by changing the

Reactor

FIG. 9.35 Thyristor Protected Series Capacitor (TPSC).

2 2 2 2

FIG. 9.36 The equivalent compensation model of FSCs and TPSCs.
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reactance of a specific interconnecting power line, that is, the TCSC will

provide a variable capacitive reactance. The second one is to change its apparent

impedance (as seen by the line current) for subsynchronous frequencies, so that

a prospective subsynchronous resonance (SSR) can be avoided. Both objectives

are achieved with the TCSC, using control algorithms that work concurrently.

The TCSC’s high-speed switching capability provides a mechanism for control-

ling line power flow, which permits increased loading of existing transmission

lines, and allows for rapid readjustment of line power flow in response to var-

ious contingencies. The TCSC also can regulate steady-state power flow within

its rating limits.

Fig. 9.38 shows the circuit configuration of a TCSC and its operational dia-

gram. From a principal technology point of view, the TCSC resembles the con-

ventional series capacitor. Thyristor valves are used to control the behavior of the

main capacitor bank. Likewise, the control and protection is located on ground

potential together with other auxiliary systems. The firing angle and the thermal

limits of the thyristors determine the boundaries of the operational diagram.

The thyristor circuit is in parallel to the main capacitor bank so that con-

trolled charges are added to the main capacitor, making it a variable capacitor

P

P P k

kQ

Q
c

FIG. 9.37 Active power and series capacitor reactive power versus angle.

MOV

Breaker

L

C

Auxiliary
systems

FIG. 9.38 Thyristor Controlled Series Compensator (TCSC).
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at fundamental frequency but a “virtual inductor.” The impedance of TCSC

(XTCSC) can be expressed as follows:

XTCSC αð Þ¼ XC �XL αð Þ
XL αð Þ�XC � (9.39)

where the variable inductor impedance can be expressed as follows:

XL αð Þ¼ π

2π�2α + sin 2αð Þ �XL (9.40)

Based on Eqs. (9.39) and (9.39), the impedance of TCSC can be plotted as

shown in Fig. 9.39.

The operation principle for the active and reactive power compensation by

TCSC is similar with FSCs and TPSCs, as in Fig. 9.37.

9.4.2.2 Phase Angle Regulators (PARs)

Phase Angle Regulators have been in use since the 1930s for control of power

flows in transmission lines in steady state. The PAR is a special case of the

series compensator. It is inserted between the sending-end generator and the

transmission line. This regulator is an AC voltage source with controllable

amplitude and phase angle. A regulator controls the phase difference between

the two AC systems and thereby can control the power exchanged between the

two AC systems. The effective sending-end voltage is the sum of the sending-

end voltage and the regulator voltage.

In Fig. 9.40, the power switches in converters are thyristors. The thyristor

switches are connected, forming an on-load tap changer. Thyristors are con-

nected in antiparallel, forming bidirectional naturally commutated switches.

A thyristor tap-changing unit controls the voltage to the series transformer

secondary.

Using phase control may control the magnitude of the series voltage. To

avoid excessive harmonic generation, various taps are used. The tap changer

can connect the excitation winding either completely or not at all. One

FIG. 9.39 The impedance of TCSCs with varying of firing angle.
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important characteristic of the phase angle regulator is that the active power can

only flow from the shunt to the series transformers. Thus reverse power flow is

not possible.

The basic model of power flow control by PAR is illustrated in Fig. 9.41.

The PAR is inserted between the sending-end bus and the transmission line.

Theoretically, the PAR can be considered a sinusoidal ac voltage source with

controllable amplitude and phase angle. Thus, the effective sending-end voltage

Veff becomes the sum of the prevailing sending end bus voltage E and the volt-

age Veff, provided by the PAR. For an ideal PAR, the angle of phasor Vσ relative

to phasor E is stipulated to vary with σ so that the angular change does not result
in a magnitude change, based on above discussions, the following expression

can be given as follows:

V
!
eff ¼E

!
+V

!
σ and Veff

		 		¼ Ej j ¼ Vj j (9.41)

With the phase-angle control arrangement stipulated by Eq. (9.41) into

Eqs. (9.30) and (9.31), the effective phase angle between the sending- and

receiving-end voltages becomes (δ-σ), and with this the transmitted power P

Thyristor tap
changing

unit

Thyristor tap
changing

unit

Thyristor tap
changing

unit

FIG. 9.40 Phase Angle Regulator.

FIG. 9.41 The equivalent compensation model of PAR.

Smarter Solutions Based on Power Electronics Chapter 9 275



and the reactive power demands Q at the ends of the line can be expressed sim-

ply as follows:

P¼V2

X
sin δ�σð Þ (9.42)

Q¼V2

X
1� cos δ�σð Þ½ � (9.43)

The relationships between active power P, reactive powerQ, and angles δ and
σ are plotted in Fig. 9.42. It can be observed that although the PAR does not

increase the transmittable active power, it makes it theoretically possible to keep

the power at its maximum value at any angle δ in the range π/2<δ<π/2+σ.
Actually, the P curve in terms of δ curve can shift to both right and left sides,

which depends on the polarity of the voltage of the angle regulator.

Similarly to the above FSCs, TPSCs, and TCSCs, the PAR allows control of

power through the network and power sharing between parallel circuits. Unlike

PAR, the FSCs, TPSCs, and TCLCs are more suitable for long-distance lines

because they effectively reduce line reactance and hence reduce the reactive

power and voltage control problems associated with long-distance transmis-

sion. PARs are more suitable for power flow control in compact high power

density networks.

9.4.3 Shunt Type Compensation

Shunt type compensators can be variable impedance, variable source, or a com-

bination of these. In principle, shunt type compensators inject current into the

system at the point of connection. Even the variable shunt impedance connected

to the line voltage causes a variable current flow and hence represents injection

of current into the line. As long as the injected current is in phase quadrature

with the line voltage, the parallel compensator only supplies or consumes var-

iable reactive power. Any other phase relationship will involve handling of

active power as well.

The ultimate objective of applying parallel compensators in a transmission

system is to supply reactive power to increase the transmittable power and to

make it more compatible with the prevailing load demand. Thus, the parallel

P

P

FIG. 9.42 The transmitted active power in terms of angle.
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compensators should be able to minimize the line overvoltage under light load

conditions, and maintain voltage levels under load conditions. In the following

parts, the representative are introduced, which include parallel compensators

SVCs and STATCOMs.

9.4.3.1 Static VAR Compensators

In this part, SVCs are taken up for study. This compensator is a variable imped-

ance device where the current through a reactor is controlled using back-to-back

connected thyristor valves. The application of SVC was initially for load com-

pensation of fast changing loads such as steel mills and arc furnaces. The objec-

tive is to provide dynamic power factor improvement and also balance the

currents on the source side whenever required. The application of transmission

line compensators commenced in the late 1970s.

SVCs are developed by replacing the mechanical switches in traditional

shunt reactor and capacitor by thyristors. An SVC has no inertia compared to

synchronous condensers and can be extremely fast in response (two or three

cycles). This enables the fast control of reactive power in the control range.

Typical SVCs include the Thyristor Controlled Reactor (TCR), Thyristor

Switched Capacitor (TSC), or a combined SVC such as the Fixed Capacitor-

Thyristor Switched Reactor (FC-TSR). The typical circuit schematics of an

SVC are shown in Fig. 9.43.

Load bus Load bus Load bus

Thyristor controlled
reactor (TCR)

Thyristor switched
capacitor (TSC)

SVC based on thyristor
switched reactor (TSR)

and fixed capacitor  (FC)

FIG. 9.43 Typical circuit schematics of the Static VAR Compensator (SVC).
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For example, when the load is capacitive (leading), the SVC is switched to

reactor mode and absorbs reactive power from the system, thus lowering system

voltage; on the other hand, when the load is inductive (lagging), the SVC is

switched to capacitor mode and generates reactive power to the system, thus

maintaining system voltage. However, the SVC cannot provide fast dynamic

compensation performance and is not preferred when the load is dynamic

and time varying. In addition, the compensation power of the SVC is relatively

less compared to other advanced FACTS devices.

The equivalent model of the SVC compensation is provided in Fig. 9.44.

In Fig. 9.44, the ideal Var compensator is shunt connected at the midpoint of

the transmission line, and the line is represented by the series line induc-

tance. The SVC is represented by a sinusoidal AC voltage source in-phase

with the midpoint voltage Vm. Ideally, the amplitude of Vm is identical to

the sending- and receiving-end voltages (Vm¼E¼V). The midpoint compen-

sator in effect segments the transmission line into two independent parts with

impedance of X/2.
For the lossless system assumed, the active power is the same at each ter-

minal (sending-end, midpoint, and receiving-end) of the line, and it can be

derived readily:

SV ¼V � I!∗ ¼V � V∠δ=2�V∠0
jX=2

� �∗
¼V � V cos δ=2ð Þ + jV sin δ=2ð Þ�V

jX=2

� �∗

¼ 2
V2

X
sin δ=2ð Þ+ j4 �V

2

X
� 1� cos δ=2ð Þð Þ¼P + jQ

(9.44)

Based on deduction in Eq. (9.44), the active power and reactive can be

expressed as follows:

P¼ 2 �V2

X
sin δ=2ð Þ and Q¼ j

4 �V2

X
� 1� cos δ=2ð Þð Þ (9.45)

The relationship between active power P, reactive power Q, and angle δ for
the case of ideal shunt compensation is plotted in Fig. 9.45.

From Fig. 9.45, it can be observed that the midpoint shunt compensation can

significantly increase the transmittable power (doubling its maximum value) at

the expense of a rapidly increasing reactive power demand on the midpoint

compensator (and also on the end-generators).

9.4.3.2 Static Synchronous Compensators

Although SVCs provide better compensation than conventional compensators,

their dynamic performance is still far from satisfactory under dynamic loads.

2 2

FIG. 9.44 The equivalent compensation model of SVC.
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Controllable electronic switches such as IGBTs then contribute largely to the

development of advanced compensators such as the STATCOM. This is some-

times known as an advanced version of the SVC. A typical circuit schematic is

shown in Fig. 9.46.

The term “static” refers to a nonrotational device that is different from tra-

ditional compensation machine that may generate audible noise. The STAT-

COM is composed of a DC link and a voltage source inverter (VSI). The

VSI is used to convert DC link power into AC so as to compensate harmonics,

active power, or reactive power as desired.

As shown in Fig. 9.46, the converter produces a set of controllable three-

phase output voltages from a DC input voltage source by the charged capacitor.

Each output voltage is coupled to the corresponding AC system voltage via a

relatively small (0.1–0.15 p.u.) reactance. By varying the amplitude of the out-

put voltages, the reactive power exchange between the converter and the AC

system can be controlled. Specifically, if the amplitude of the output voltage

is increased larger than the AC system voltage, the current through the reactance

from the converter to the AC system and the converter generates capacitive

FIG. 9.46 Static synchronous compensator (STATCOM).

P
P

P

P

Q

FIG. 9.45 The transmitted active and reactive power in terms of angle.
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reactive power for the AC system. If the amplitude of the output voltage is

decreased below that of the AC system, the reactive current flows from the

AC system to the converter, and the converter absorbs inductive reactive power.

In addition, if the amplitude of the output voltage is equal to that of the AC sys-

tem voltage, the reactive power exchange is zero.

The model and the operation principle for the STATCOM are similar to that

of the SVC, as shown in Fig. 9.45.

9.4.4 Combined Series-Series Type Compensation

A combination of separate series controllers are controlled in a coordinated

manner in a multiline transmission system. Combined series-series type com-

pensators provide independent series reactive compensation for each line but

also transfer active power among the lines via the power link. The active power

transfer capability of the combined series-series type compensator, referred to

as Interline Power Flow Controllers (IPFCs), makes it possible to balance both

the active and reactive power flow in the lines, and thereby maximize the uti-

lization of the transmission system. In IPFCs, the DC terminals of all controller

converters are all connected together for active power transfer.

In its general form, the IPFCs employ a number of DC-to-AC converters,

thus providing series compensation for a different line. In other words, the IPFC

comprises a number of Static Synchronous Series Compensators. However,

within the general concept of the IPFC, the compensating converters are linked

together at their DC terminals, as illustrated in Fig. 9.47. With this scheme, in

addition to providing series reactive compensation, any converter can be

controlled to supply active power to the common DC link from its own trans-

mission line. Thus, an overall surplus power can be made available from the

underutilized lines, which then can be used by other lines for active power

compensation. In this way, some of the converters, compensating overloaded

lines or lines with a heavy burden of reactive power flow, can be equipped with

Converter 1

Bus i

Converter 2

Bus j

Bus k

FIG. 9.47 Interline Power Flow Controllers (IPFCs).
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full two-dimensional, reactive power, and active power control capability.

Evidently, this arrangement mandates the rigorous maintenance of the overall

power balance at the common DC terminal by appropriate control action, using

the general principle that the underloaded lines are to provide help, in the form

of appropriate active power transfer, for the overloaded lines.

The equivalent compensation model of IPFC is provided in Fig. 9.48. In the

following analysis, the bus voltage can be expressed as follows:

E
!			 			¼ E

!
2

			 			¼ V
!			 			¼ V

!
2

			 			 (9.46)

where the E, E2, V, and V2 are the bus voltage. The active and reactive power in

the first line can be given as follows:

SV ¼V
! � I!∗ ¼V∠0 � E∠δ+Vc∠θ1�V∠0

jX

� �∗

V∠0 � E∠δ�V∠0
jX

� �∗
�V∠0 � Vc∠θ1

jX

� �∗

¼V2 sin δð Þ
X

+
V �Vc sin δ+ θ1ð Þ

X
+ j

V2

X
� 1� cos δð Þð Þ+ jV �Vc cos δ+ θ1ð Þ

X
¼PV + jQV

(9.47)

Based on Eq. (9.47), the power flow in line 1 can be expressed as follows:

PV ¼V2 sin δð Þ
X

+
V �Vc sin δ+ θ1ð Þ

X
(9.48)

QV ¼V2

X
� 1� cos δð Þ½ ��V �Vc cos δ+ θ1ð Þ

X
(9.49)

Moreover, the active power transfer from line 1 to line 2 can be expressed as

follows:

P12 ¼V �Vc

X
sin δ+ θ1ð Þ� sin θ1ð Þ½ � ¼ 2 �V �Vc

X
cos δ+ θ1ð Þ � sin θ1ð Þ (9.50)

Based on Eq. (9.50), the transmitted active in terms of angle from line 1 to

line 2 can be plotted as shown in Fig. 9.49.

As illustrated in Fig. 9.49, the active power can easily transfer from line 1 to

line 2 with P12>0 or vice versa P12<0.

1
1seff

2seff2
12

FIG. 9.48 The equivalent compensation model of IPFC.
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9.4.5 Combined Series-Shunt Type Compensation

Combined series-shunt type compensators inject current into the system with

the shunt part of the compensator and voltage in series in the line with the series

part of the compensators. However, when the shunt and series compensators are

unified, there can be active power exchange between the series and shunt com-

pensators via the power link.

The Unified Power Flow Controller (UPFC) as one of the representative

combined series-shunt type compensators was proposed by Gyugyi in 1991.

The UPFC was devised for the real-time control and dynamic compensation

of AC transmission systems, providing multifunctional flexibility required to

solve many of the problems facing the power delivery industry. Differently

to the above-mentioned compensators, the UPFC is able to control all the

parameters affecting power flow in the transmission line (i.e., voltage, imped-

ance, and phase angle). Alternatively, it can independently control both the

active and reactive power flow in the line.

As illustrated in Fig. 9.50, the UPFC consists of two voltage source con-

verters. These back-to-back converters, labeled “Voltage source converter 1”

and “Voltage source converter 2” in the figure, are operated from a common

DC link provided by a DC storage capacitor. As indicated before, this

P

12 1

1

12

12

1

<0

>0

=0

FIG. 9.49 The transmitted active in terms of angle from line 1 to 2.

Voltage
source

converter 1

Voltage
source

converter 2

Step-down
transformer

Series
transformer

Parallel Series

FIG. 9.50 Unified Power Flow Controllers (UPFCs).
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arrangement functions as an ideal AC-to-AC power converter in which the

active power can freely flow in either direction between the AC terminals of

the two converters, and each converter can independently generate (or absorb)

reactive power at its own AC output terminal.

The basic function of voltage source converter 1 is to supply or absorb the

active power demanded by voltage source converter 2 at the common DC link to

support the active power exchange resulting from the series voltage injection.

This DC link power demand of converter 2 is converted back to AC by converter

1 and coupled to the transmission line bus via a parallel connected transformer.

In addition to the active power need of converter 2, converter 1 can also generate

or absorb controllable reactive power, if it is desired, and thereby provide inde-

pendent shunt reactive compensation for the line. It is important to note that

whereas there is a closed direct path for the active power negotiated by the

action of series voltage injection through converters 1 and 2 back to the line,

the corresponding reactive power exchanged is supplied or absorbed locally

by converter 2 and therefore does not have to be transmitted by the line. Thus,

converter 1 can be operated at a unity power factor or be controlled to have a

reactive power exchange with the line independent of the reactive power

exchanged by converter 2. Obviously, there can be no reactive power flow

through the UPFC DC-link.

The equivalent compensation model of UPFC is provided in Fig. 9.51. From

the conceptual viewpoint, the UPFC is a generalized synchronous voltage

source (SVS), represented by voltage source, Vc, with controllable magnitude

and angle, in series with the transmission line. Both exchanged reactive and

active powers through the transmission system can be controlled by regulating

voltage amplitude and phase angle.

The equivalent compensation model of IPFC is provided in Fig. 9.51. In the

following analysis, the bus voltage can be expressed as follows:

E
!			 			¼ V

!
c

			 			 (9.51)

where the E and V are the bus voltage. The active and reactive power in the first

line can be given as follows:

SV ¼V
! � I!∗ ¼V∠0 � E∠δ+Vc∠θ�V∠0

jX

� �∗

V∠0 � E∠δ�V∠0
jX

� �∗
�V∠0 � Vc∠θ1

jX

� �∗

¼V2 sin δð Þ
X

+
V �Vc sin δ+ θð Þ

X
+ j

V2

X
� 1� cos δð Þð Þ+ jV �Vc cos δ+ θð Þ

X

¼PV + jQV

(9.52)
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Based on Eq. (9.47), the power flow in line 1 can be expressed as follows:

PV ¼V2 sin δð Þ
X

+
V �Vc sin δ+ θð Þ

X
(9.53)

QV ¼V2

X
� 1� cos δð Þ½ �+ V �Vc cos δ+ θð Þ

X
(9.54)

Based on Eqs. (9.53) and (9.54), the active and reactive power in terms of

angle δ can be plotted as shown in Fig. 9.52.

Based on this figure, the transmitted active power P and the reactive power

Q vary with the rotation of phasor Vc with angle θ. Therefore, the UPFC can

control the magnitude and angular position of the injected voltage in real time

so that to maintain or vary the real and reactive power flow in order to satisfy

load demand and system operating conditions.

9.4.6 Distributed FACTS Devices

As new upgrade technologies, FACTS (Flexible AC Transmission System) and

DFACTS (Distribution Flexible AC Transmission System) provide an effective

approach to control the power flow and to improve the security, economy, and

quality of electric power supply by rapidly adjusting the system parameters

[17]. The concept of FACTS was introduced by N.G. Hingorani in 1986

FIG. 9.51 The equivalent compensation model of UPFC.
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FIG. 9.52 The transmitted (A) active and (B) reactive power in terms of angle.
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[18], and aimed at reconstructing the traditional power system by introducing

power electronics technologies to make it more flexible and reliable. Since then,

the technology has been moving ahead at an increasing pace. Many kinds of

FACTS controllers for different parameter regulating and in different configu-

rations have been developed. Being the expanded use of FACTS, DFACTS

brings the solution for “Custom Power” or power quality problem at the

user-end. VSI-based dynamic power quality compensators are the main concern

to solve the power quality problem. Compared with thyristor-switched capac-

itors and (or) reactors, these compensators have the features of fast response,

continuous regulation, multiple functions, smaller physical size, etc. With the

further evolution of electricity market and the progress of legislation in power

quality, the reconstructed urban power network would rely on the application of

new technology including DFACTS to improve its electric power supply. Fur-

ther increasing the reliability, improving the power quality, and reducing the

costs of power network are the main trends of the technology development

of power system control and management. Table 9.5 lists most of the important

DFACTS devices and their operational functions [19] in the distribution power

network. According to their connection to the distribution power network, all

the devices are classified three topologies: shunt connected, series connected,

and shunt and series connected compensators.

Figs. 9.53–9.55 show the system configurations of three important power

quality compensators: Active Power Filter (APF), Dynamic Voltage Restorer

(DVR), and Unified Power Quality Conditioner (UPQC), respectively. The

three compensators represent the shunt, the series, and the shunt and series con-

nected compensator structures, respectively.

9.5 Summary

The amount of transfer power can be limited from sending-end to the

receiving-end by controlling the operating parameters of the transmission line

including the line impedance, phase angle between the sending and receiving

voltages, and the magnitude of the voltages. The transferable power can be

increased by one of four compensation methods: series, parallel, series-series,

and series-parallel compensations. These methods are called FACTS, which

are generally implemented by switching power electronics together with

appropriate control strategy. For distributed sides, power quality, reactive

power compensation, and renewable active power injections are important,

so that DFACTS are combination of power electronic converters to allow

power systems to operate in smarter ways to increase reliability, safety, and

efficiency.

Smarter Solutions Based on Power Electronics Chapter 9 285



TABLE 9.5 DFACTS Devices

Shunt Connected Compensators

Series

connected

Compensators

Shunt and Series Connected

Compensators

SVC APF STATCOM SMES DVR UPS UPQC

Current
quality

Harmonics ** *

Unbalance * *

Reactive * * * *

Voltage
quality

Harmonics *

Unbalance * *

Fluctuation/
stability

* * * ** * *

Flicker * *

S N S S N S N

Notes: *, the device has this function; **, this is the main function for this device; S, the device needs to generate sinusoidal waveform; N, the device needs nonsinusoidal
waveform.
APF, active power filters; DVR, dynamic voltage restorers; SMES, superconducting magnetic energy storage; STATCOM, static synchronous compensators; SVC, static VAR
compensators; UPS, uninterruptible power supply; UPQC, unified power quality conditioners.
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10.1 Introduction

The monopolies and oligopolies of energy generation and supply, owned and

operated either by private companies or the state, have hardly ever been char-

acterized as sustainable paradigms for the electricity sector. Energy [1–4] and
financial [5–8] crises, and catastrophic events [9–12] affect the oligopolies

gravely and extensively, while lack of proper regulation [13–16] has affected
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severely the price, reliability, and quality of electric power supplied to

end customers, either residential, commercial, industrial, or in the public

sector. System operators, regulators, and governing and policy bodies that

introduce and oversee standardized codes, practices, and protocols regarding

the operation and control of power systems have only been active since the

1980s [17, 18].

Additionally, since the early 1990s several concerns have been raised about

the harmful, global effects of fossil fuel emissions to the environment and the

climate [19–21]. A large portion of these emissions come from the conventional

electricity generation sector [22–24], meaning that a shift to cleaner and more

efficient sources and technologies is required. The shift was expressed by ini-

tiatives at the highest international level [25, 26], as well as regionally [27–30],
and all of these initiatives have been steadily revisited since their inception, with

the aim to update goals and assess progress. The initiatives focused on the pro-

motion of generation from renewable energy sources (RES) [31, 32], as they are

mostly emission-free (“mostly” due to the production lines of the said genera-

tors powered by conventional sources), and distributed generation (DG) in gen-

eral [33], as it increases the efficiency of the system as a whole. Both RES and

DG deployment was expected and has actually been realized by stakeholders

outside the traditional utilities. Several subsidizing mechanisms [34–36]
attracted participants as small as residential customers [37, 38] in the energy

market. These latter mechanisms, although critical to the vision for the shift

away from fossil fuels, have also introduced considerable irregularities in the

electricity sector.

The aforementioned two factors have been the main drivers of what has been

described as the deregulation of the energy markets [39]. Multiple stakeholders

populate the market at various levels and with multiple roles including, but not

limited to, generator owners, load customers of many types, energy providers/

aggregators, services providers/aggregators, energy market regulators and oper-

ators, system operators, associations, and cooperatives [18, 40–42]. By the term
“market” we refer to not only energy and power trading, but also the system as a

whole. This last point brings into the discussion codes, standards, and other for-

malized protocols determining both the minimum requirements of the power

system infrastructure, and also its operation within specified limits and at an

adequate level of quality of service to customers [43–45].
The current state of the modern power systems, as has been briefly described

above, implies that there is an ever increasing (considerably large) number of

control points, dispersed over vast geographical areas, monitored and controlled

by diverse entities with multiple aims, and maybe even competing interests. In

this sense, what has been widely known and accepted as the “classical control

approach of power systems” [46, 47] has to be revisited, redesigned, and for-

malized anew, while taking into account all of the aforementioned challenging,

complex, and system-wide parameters.
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The extensive interest in control theory and systems research has been influ-

enced by the goal to shape ideas about the power system management by both

academia and industry in the field. Going beyond the practical issues as these

were outlined in the previous paragraphs, modern control technologies seek to

address more abstract challenges in a way that cuts across multiple applications

and problems by leveraging the positive features of the proposed innovations

to enable efficiency at the system-wide level. This chapter also follows the

samemind-set by organizing what is understood as modern control technologies

from the perspective of the characteristics of each of these technologies. In other

words, the aim of this chapter is to enable the reader to identify not application-

specific power system challenges and how some control methods address

them, but rather what should one expect and require as minimum or average

features of any novel approach employed in power system control methods

and strategies.

In Section 10.2, some of the most common classic control techniques and

approaches for power systems are described, along the lines of their shortcom-

ings, in the context of the modern operating paradigm. Next, in Section 10.3, the

five main characteristics that modern control technologies are expected to have,

in order to better serve their purpose in the current and future electric power

system, are described in detail. In Section 10.4, four large application fields

of power system control are identified and the corresponding advances in those

fields are presented from the perspective of which characteristics of the control

technologies are more crucial and are better expressed by the aforementioned

advances.

10.2 Classic Control Applications in Power Systems

To have a better understanding of what the challenges are of employing control

in modern power systems, one needs to assess the current status of the classic

control requirements and functions in today’s power systems and the very

recent past. In this sense, a brief overview of the most common control problems

is provided in the next subsections.

10.2.1 System Area Frequency Control and Voltage Regulation

Regulation of frequency and voltage at any given point of an operating area and

at any given moment are the two most commonly understood operations in

power systems stability and control [46]. The electric frequency of a system

expresses the angular speed of the rotating electric currents in all electric

machines, and must remain close to nominal value (50 or 60Hz) for multiple

reasons of infrastructure integrity and system protection. Voltage magnitude

also needs to be kept as close to its rated values as possible to ensure efficient

behavior of end-users’ equipment and avoid collapse of any part of the system,

which may lead to interrupts and blackouts. Both of these control functionalities
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need to be managed efficiently according to standardized grid codes, while tak-

ing into account their specific features [43, 47]. Frequency is common through-

out an interconnected system and is an electromechanical phenomenon in the

time frame of tens of seconds, while voltage regulation can only be handled

by local resources and measures, and, as an electrical phenomenon, may require

response times as fast as milliseconds.

Due to the aforementioned features, power systems operators have, tradi-

tionally, controlled frequency and voltage using hierarchical schemes. It is a

type of scheme that is applied to achieve various control objectives in different

spatio-temporal scales. In other words, the hierarchy of the control action

may concern either the time-scale of operation (e.g., within milliseconds or

up to minutes) or the area (e.g., starting closer to load centers rather than gen-

erating plants that can be involved in some following action) or some other

perceived perspective/structure of the problem. Commonly, hierarchical con-

trol architectures comprise three main levels: primary, secondary, and tertiary,

as shown in Fig. 10.1.

The primary control usually realizes control actions as a sort of automatic

response to a change of a status variable. The aim of primary control is to limit

excursions from nominal control points. Droop control is one of the most pop-

ular types of primary control that regulates the frequency by adjusting the output

active power (commonly) of a controlled asset (usually a generator). Voltage

control, although not explicitly, has traditionally been organized in primary

and secondary levels, the primary being fast control action offered by automatic

voltage regulators (AVRs) of generators or any dispersed assets, such as loads

on demand response programs, properly equipped with controller topologies

that monitor and drive accordingly the corresponding resources [48].

The secondary control follows the primary, resets the availability of primary

reserves used in the previous stage, and aims to restore frequency and voltage to

nominal values, if that has not been achieved earlier. As primary control is,

commonly, a local proportional type of control, it may not be able to achieve

the reference values accurately and some offset may still exist, thus requiring

FIG. 10.1 Hierarchical control concept of power systems.
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an integral type of control. Since it follows primary control, secondary control is

implemented for longer time horizons (around minutes) and is a regional type of

control dealing with a zone of an electrical system. In other words, an operator is

responsible for scheduling the contribution of the various assets in a control

area. To regulate the frequency and voltage, secondary control procures

reserves of generation capacity, usually reimbursed as ancillary services and

scheduled properly in the day-ahead markets of the regional operators [49].

In this sense, the control also becomes a market problem with optimal formu-

lation characteristics. Hence, at this stage one may identify the secondary volt-

age control and load-frequency control (LFC)—otherwise known as automatic

generation control (AGC). AGC is relevant to another crucial matter of power

system control, the area control error and the interarea exchanges of active

power and their effects on the stability of neighboring systems [46].

The third level of control, the tertiary control, is driven mostly by cost cri-

teria of sorts, that is, optimal economic dispatching, minimization of losses,

operation scheduling, and other optimization problems of similar nature. It is

a system level, multiple time-steps ahead control technique, which takes into

account the whole system (consisting of many, loosely connected regions) over

a longer time horizon (to the length of hours, days, etc.). It is, essentially, the

operators’ framework according to which all reserves for primary and second-

ary control are allocated based on minimum cost considerations. Popular exam-

ples of tertiary control are economic dispatch (ED) and unit commitment. The

distinguishing characteristics of primary, secondary, and tertiary control

schemes are delineated in Table 10.1.

In modern power systems with high penetrations of DG, it is critical to

involve in frequency and voltage control as many of such units as possible,

TABLE 10.1 Comparative Characteristics of Primary, Secondary, and Tertiary

Control

Primary Control

Secondary

Control Tertiary Control

Reduces system state
excursions from nominal
values

Restores system
state to nominal
values

Restores reserves of primary
and secondary control

Realized in less than 1min Realized in less
than an hour

Realized/scheduled inmulti-
time-steps ahead horizon

Automatic proportional Automatic integral Allocation by operator

Strictly local (not aware of
total system state)

Regional (aware of
total system state)

Regional and interareal
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due to the displacement of conventional sources they cause, which severely

affects the grid stability [50, 51]. Despite the strong motivation, there are numer-

ous challenges. For example, when employingDG in frequency regulation, due to

their unpredictability and operational constraints such as those imposed by power

extraction strategies, the performance of the respective control has to be moni-

tored continuously, while some sources might not be able to contribute with

reserves at all, due to the said strategies, which do not make sense otherwise

[52, 53]. For the case of voltage regulation by DG units equipped with an inverter

(a particularly common topology for most renewables), their output will be

actively controlled in response to some voltage sensing, depending also, though,

on the network characteristics [54]; obviously, the inverters need to be able to

adapt and ensure proper control performance in all cases.

10.2.2 Dispatching of System Resources

The steady-state dispatch problem of power system is usually formulated as an

optimization problem to find the control set-point of all assets in the systemwith

respect to an objective function (usually the system operational cost) subject to

a set of operating constraints (power balance, voltage limit, line flow limit, etc.)

and given parameters (load, equipment status, etc.) [55]. The control models of

power system take different mathematical forms. The ED model neglects trans-

mission constraints and only implements steady-state power balance con-

straints. On top of ED, the direct-current (DC) optimal power flow (OPF)

model adds transmission constraints, but still ignores the reactive power and

assumes a flat voltage magnitude of all buses to keep a linear model.

Alternating-current (AC) OPF further calculates reactive power and its impact

on bus voltage and considers voltage constraints. As AC OPF is nonlinear and

nonconvex, its computational complexity is significantly higher than ED and

DCOPF. There is a trade-off between convergence and accuracy. Since its first

formulation [56], ACOPF and its approximate models have attracted intensive

research [57–59]. In the conventional power system operation, the independent

system operator (ISO) solves the ED problem of the available generation units

on an hourly basis by scheduling the on/off cycles of generation units by solving

the day-ahead unit commitment (UC). There is a rich literature on different

solutions to both ED and UC problems, with certain objectives and constraints

[60–62]. While these studies solve the formulated problem corresponding to

power system operation with acceptable accuracy, they mostly require expen-

sive computation platforms due to the centralized nature of their algorithms.

The increasing complexity and large scale of power systems motivates the

need for novel algorithms to enable efficient computations of power system

operation and control. This is, however, a challenging task owing to various

sources of uncertainty [52, 53], the physical constraints of the network [63],

and the novel technologies introduced by the smart grid (e.g., RES and demand

response programs) [64, 65]. For instance, unpredictable renewable energy is
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being integrated into the generation side, which not only increases the uncer-

tainty but also injects harmonics to the power systems, which may cause insta-

bility and unexpected voltage deviation. After deregulation of power systems,

the possibility of having mismatch between supply and demand is threatening

grid stability. Further, the deregulation of the energy markets complemented by

the aforementioned smart grid paradigms has been causing a continuous

increase in the number of participants at both the generation and demand sides

of power systems, leading to more decision variables, more constraints, and

consequently more complicated optimization problems for ISO and other enti-

ties [66–68]. This leads to a major concern regarding the scalability of the con-

trol methods in power systems.

10.3 Characteristics to Best Serve Modern Power
System Control Applications

10.3.1 Scalability

The matter of addressing the control of large numbers of actors and for multiple

purposes is evident and urgent following the deregulation of the energy markets

[39] and the wide promotion of the highest penetrations of DG units [25–30].
Units of sizes as small as a few kilowatts are dispersed throughout the power sys-

tem, and especially at the distribution level where no direct control of the assets

has traditionally been employed or practically explored. To this end, all control

methods and paradigms need to be rethought to address this evolving status.

Recently, decentralized/distributed and hierarchical control and optimiza-

tion techniques have been widely deployed in the power system control to

answer the challenges by the scalability requirements. They introduce potential

advantages, as compared with centralized methods, including but not limited to

the following [69–71]:

l Each controlled asset needs to broadcast limited information with some

neighbors.

l Limited information exchange requirement ensures more privacy among the

assets, as well as reduced costs related to communication infrastructure.

l The algorithms are more robust in terms of communication link failure and

certainly against single-point failures.

l Due to the distributed nature of computation, the run-time reduces

considerably.

These techniques include three major classes: (i) distributed optimization with

agents that only communicate with their neighbors without a need to centralized

controller [69, 72, 73]; (ii) hierarchical approaches with agents who communi-

cate with the higher level agents at each iteration [74]; and (iii) decentralized

methods with agents that solve their problem in a purely local fashion and
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require a centralized controller for the coordination purpose at each iteration

[75–77].

10.3.2 Adaptive Control and Topologies

Traditionally, a controller is adaptive if it is able to update its parameters (for the

sake of performance or stability) in response to changes occurring to the con-

trolled asset/equipment [78]. This would translate to control methods or sys-

tems, which either estimate the state of the asset parameters online and adapt

accordingly or adapt once they identify changes to the asset according to an

exact (reference) model representation of the said asset. Fig. 10.2 offers a sche-

matic abstraction of adaptive control.

Although adaptive control methods are not new in the field [79–86], the
power system and the electricity markets have become more prone to showing

changing behaviors, due to the involvement of multiple market players, the

operation of numerous DG units throughout the system, and the unprecedented

interactions among them all. “Changing behavior,” in the context of adaptive

methods, should not be confused with “variability,” since the latter implies that

there are inherent characteristics that could be described through some proba-

bilistic models (see more in Section 10.3.4 about robustness).

With the growing concerns about cyber-physical security issues [87], adap-

tive control will be put center stage as the only viable counter measure to attacks

of that kind. In this sense, not only the control techniques but also the corre-

sponding topologies should be made adaptive. Put in practical terms, a control

topology is adaptive if the overlying control method can be executed success-

fully (or with little loss of performance efficiency) by some remaining part of

FIG. 10.2 General representation of adaptive control approaches.
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the topology following an attack or a failure. Some typical examples here are the

various decentralized and distributed methods [69–76], which do not depend on
any single point of their architectures.

From the above, it may be noted that novel, adaptive control techniques and

topologies are also expected to be characterized by resiliency [88]. Resiliency

pertains to showing adequate control performance under failures of the control

architecture or changes to the controlled asset that would otherwise affect the

performance. Further to this, if the control performance remains the same (in all

or most of its measures), the adaptive control and its topology may also be

described as reliable.

10.3.3 Flexibility

Flexibility is a control property that plays a crucial role for the transition of tra-

ditional power systems, many of them based on fossil fuels, toward power sys-

tems that can efficiently accommodate high shares of variable distributed

energy generations. Flexibility pertains to control implementations that can

handle a problem in several time scales, regions, or other structured organiza-

tion blocks that have a minimum affect among them and may thus be handled

separately. Flexibility is best expressed in power systems by employing hierar-

chical schemes of control actions.

As hierarchical control schemes have multiple levels of timescales and con-

trol areas, they are proven very effective, because they offer a high degree of

practical flexibility for power systems. This is especially so for the very timely

case of widely deployed DG units based on RES that differ from conventional

power plants—prominently due to their high intermittency, efficient manage-

ment of their operation is essential. As discussed in Section 10.2.1, control hier-

archy is not a new concept in power systems. However, the diversity of the

characteristics of DG and RES implies that flexible paradigms and controls

must be conceptualized for the case of better handling such characteristics.

A very common and obvious such concept is putting together hybrids of inter-

mittent resources and storage systems [89], or more abstractly and at a greater

extent combining stochastic and “deterministic” generators in microgrids [90]

or virtual power plants [91]. Based on such set-ups, [92] introduces hierarchical

control to integrate RES and energy-storage devices in the existing power sys-

tem, while [93] reviews advanced control techniques for microgrids, including

hierarchical control scheme as one of the proposed paradigms for integration of

RES with the main grid.

An analogy of how flexibility should be understood for the case of modern

power systems is described in Fig. 10.3. Any events and phenomena occurring

at the smallest scale (one unit or a set of units behind a point of common cou-

pling/control) can be handled through hybrids of energy sources that ensure a

consistent behavior with regard to power quality standards. At the next level,
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microgrids are paradigms that can offer services to the grid and control the

encapsulated resources in a fully vertical manner. At the highest level, virtual

power plants can execute control actions and respond to operator requests by

accounting for the diversity of the resources they comprise, while not relying

on any given status of the power system (or monitor it), but rather ensuring that

the control is efficient under a variety of circumstances.

10.3.4 Advanced Hardware Platforms and Relevant Enablers

With the increasing numbers and diversity of power system assets, the classic

centralized control centers [94] will be required either to handle unprecedented

amounts of data and control actions or to follow the characteristics of the assets

and adapt accordingly. The Internet of Things (IoT) has been lately introduced

in power systems [95] with the deployment of smart meters [96], which have

been gradually yet widely replacing the classic end-users’ energy meters

throughout the grid. The IoT poses firstly the challenge of handling huge

amounts of data that are required (online or in later times) [97] for planning

and control actions on behalf of system operators. In this sense, it is imperative

to promote methods that can handle data in a meaningful way, retain the value

of information while reducing its size, and ensure that control centers are able to

process them [98, 99]. This challenge has been identified clearly in the early

2000s and led to the adoption of multiagent approaches [100]. Agents may

act as autonomous monitoring, control, and planning software entities operating

on microprocessors, thus relieving central control centers from the burden

described earlier. Due to this, the hardware that is hosting agents need not be

of high processing capacities, but is required to enable the secure and reliable

FIG. 10.3 The hierarchy abstraction for modern power system control concepts.
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exchange of data with other hardware units hosting agents throughout the grid

or any lesser part of it [100].

This latter requirement describes the challenge of standardizing the respec-

tive hardware platforms and their interactions with the software entities that

they will be hosting. These platforms will be equipped with sensors gathering

systems readings, controllers driving power system assets and resources, and

the integrated software for the operation of this equipment. The interface of

the integrated software with the agent may or may not follow standardized pro-

tocols [101], thus accounting for added complexity to the control problems at

hand. Several start-up companies have also been entering the market of power

system control hardware and software [102], offering a wide range of options in

addition to what the traditional electric equipment companies have also been

developing and deploying [103, 104]. This implies that the interactions among

all of these options will appear as an eminent challenge in the very near future.

Lastly, the direct control of power system assets, especially those that

mainly expressed the path toward the deregulation of the energy markets, that

is, power electronics and automation of DG units, has been required to adapt to

increased power system requirements [105]. Implementing ancillary services

and offering access to system operators for monitoring and control means that

the control hardware needs to be properly designed and purposed in the updated

operating frameworks.

10.3.5 Robustness—Handling Uncertainty

In power systems, “the only certainty is uncertainty,” and addressing this is nec-

essary and crucial to the stability and economics of power system control. The

power system uncertainties root from both supply and demand. On the supply

side, the penetration of intermittent RES brings significant uncertainties to the

system, since the wind speed and the solar irradiation are hard to estimate accu-

rately even in the near future, for example, half a day from now. On the demand

side, it is also challenging to make accurate predictions on the random energy

consumption of each household.

The power system uncertainties are usually modeled with various stochastic

methods, according to the control scenarios and the characteristics of the uncer-

tainty. The scenario-based approach is one of the most popular probabilistic

methods, in which different scenarios with different levels of wind or solar gen-

eration or load are generated based on the probability distribution of each of

them [106]. Many scenario generation and reduction techniques have been

developed to reduce the number of scenarios considered, while ensuring that

they properly represent the studied uncertainty [107, 108]. Robust optimization,

which models the uncertainties with confidence intervals as an interval-based

method, has been popular in recent decades [109]. This methodology has the

merits of lower requirements for forecasting data and computational burden

compared to other stochastic approaches, while still yielding practical results
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for the power system [110]. In some cases, multiscenario and robust methods

can be incorporated into the same model to account for numerous uncertainties

with different characteristics [111]. Other common stochastic methods include

chance-constrained optimization [112] and risk-based optimization [113].

The other challenge is how to determine the optimal control policy given

appropriate uncertainty modeling. Usually, power system control aims to opti-

mize the objective function, for example, the total system cost subject to a series

of constraints, such as power balance, start-up time, plant ramping capability,

etc. If the constraints are temporally coupled, intertemporal programming is

required to model the control problem. Model predictive control (MPC), also

known as “receding horizon” control or “rolling horizon planning,” is a pow-

erful approach to address intertemporal decisions with uncertainty, as an

approximate form of dynamic programming (DP). MPC typically determines

the discrete control policy for the next T steps in a rolling manner given the pre-

diction of the future states and outcomes [114]. This manner enables the utili-

zation of the most updated forecasting information, and its performance can be

guaranteed under certain conditions.

Uncertainty has been and will continue to be one of the major concerns in

power system control, as we move forward to a low-carbon energy sector. With-

out meeting this requirement, the stability, economics, and resilience will all be

compromised.

10.4 The Path Forward in Power System Control

Many cases of novel power system control approaches are discussed in the fol-

lowing subsections. Research by academia and the industry in the field has been

multilevel and has spannedmany applications. Nevertheless, all of the proposed

ideas bear the fivemain characteristics analyzed in the previous section, in order

to address the control challenges in the new framework, and also what it is

expected of the power systems in the coming decades.

10.4.1 Control of Distributed Resources

10.4.1.1 Decentralized and Distributed Optimization Methods

The different characteristics and features of employing distributed and decen-

tralized methods on the voltage regulation problem are described as follows. Let

it be noted here that for this problem, a decentralized approach is, practically,

equivalent to employing local controllers with very infrequent (if none at all)

updates of their parameters with regard to some central entity recalculating

some relevant objectives.

Startingwith the decentralized techniques, according to [71] a solution to opti-

mal voltage control can be obtained by the unconstrained optimization problem of

minimizing the weighted sum of voltage deviations as well as power losses. This

300 Pathways to a Smarter Power System



further highlights a trade-off between the local voltage deviation and the local

reactive power measurements, referred to as droop control, more details of which

can be found in [115, 116]. Further studies on the topic considered various cost

functions and implemented local gradient-based approaches, for example, dual

gradient ascent method for reactive power loss minimization [117], projected gra-

dient method for power transfer maximization [118], and local proximal gradient

schemes for voltage deviation minimization [119].

In order to enable fully decentralized control, projected (sub)gradient

methods were used in [76, 120]. The proposed approaches perform as effec-

tively as the droop-based method in IEEE standard 1547.8 in terms of conver-

gence, while outperforming this standard in terms of transient performance.

Especially for [76], an incremental control algorithm has been employed based

on some preliminary elaboration of a class of nonincremental voltage control

strategies. According to this work, droop-based techniques using nonincremen-

tal voltage control may lead to unacceptable oscillatory patterns. In order to deal

with this issue, [76] proposed to use the (sub)gradient approach to achieve an

incremental control method. The reason for referring to this approach as “incre-

mental control” is the gradual update of reactive power based on the previous

time steps. Although authors mention that their proposed approach is distributed

in nature, as the reactive power values are updated only based on local variables

and measurement, we would emphasize that “distributed control” techniques

involve higher level of peer-to-peer communication.

Although the mentioned fully decentralized approaches provide efficient

performance for voltage control, according to [121, 122] some of themmay fail,

because local controllers will not be able to keep the voltage in the preferred

interval, due to the limited reactive power injection by the compensators. To

address this matter, one should enable peer-to-peer communication to allow

wider coordination. The framework, in which each agent (compensator) per-

forms local computation while coordinating its decision based on information

exchange with some other agent, is referred to as the distributed algorithm [72].

There are two major categories of distributed algorithms for voltage regulation

in power distribution systems. The first category, relevant to the majority of the

aforementioned works, relies on using linearized power flow equations around

the operation point [123, 124]. The other category is based mainly on convex-

ification of the problem using second-order cone programming [125] or semi-

definite programming (SDP) relaxation [126].

Distributed algorithms provide feasible solutions to the reactive power com-

pensation problem [127], as well as simultaneous voltage regulation and loss

minimization [128]. In [129], an average consensus on reactive power injection

ratios is used for optimizing a reactive power sharing objective. There are also

several methods based on decomposing the original voltage control problem

into subproblems, including online distributed optimization [130], SDP

[125], ADMM, and leader-follower methods [131].
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In [72], first a linearized network model is introduced to enable the design of

distributed voltage control strategy. Then an analytical scheme is proposed to

verify the convergence of distributed method to local minimum in the noncon-

vex branch-flow model. The error during iterations is also characterized. Min-

imizing deviations of voltage from rated values and the reactive power

injections (as a form of inverter operation cost) comprise a weighted objective

function for the problem. In order to enable the distributed computation, two

communication schemes are considered using a tree communication network

and complete communication network, with the latter case showing improved

performance and efficiency in achieving the voltage regulations goals.

10.4.1.2 Novel Model Predictive Control Understanding

MPC has been intensively studied for power system applications in recent years.

It became popular because of its effectiveness in addressing uncertainty issues

that are temporally coupled.

The researchers in [132] proposed an MPC-based model that controls the

aggregation of heterogeneous thermostatically controlled loads (TCL) to pro-

vide frequency regulation service. The model aims to decide which TCL in con-

trol to switch on/off to track the frequency regulation signal while keeping the

temperatures within a certain range. Similarly, [133] proposes an MPC model

that controls residential air conditioners to track solar power fluctuations. The

TCL dynamics and regulation signal/solar power are both temporally coupled in

this application.

Energy storage is a key solution that provides flexibility to address the inter-

mittency of RES production and fast ramping capability to enhance power sys-

tem stability. The control of energy storage is subject to the physical power

constraint and energy constraints, while the latter is temporally coupled; the

accumulated energy has to be kept within a range. Therefore, many studies have

applied MPC in storage control [134–137].
The degradation issue of electrochemical energy storage (EES) can also be

addressed with MPC incorporated in an intertemporal framework [138]. Typi-

cally, the capacity and efficiency of EES both degrade as more energy is pro-

cessed and time goes on. The end of life of EES is usually defined as when its

capacity decreases to a certain level, which limits the total energy that can be

processed during the EES life cycle. Because of this limit, the degradation

incurred by usage at present will affect the functionality and profitability of

EES all through the remaining EES life, which presents a long-term effect.

The intertemporal framework proposed in [138] addresses the long-term effect

by defining a metric that constrains the usage/degradation or sets the degrada-

tion cost of EES in the short-term MPC horizon. This metric, named the mar-

ginal benefit of usage, brings long-term information intoMPC-based short-term

control decisions to guarantee that when the finite-horizon MPC decisions are

sequentially made, the long-term/life-cycle objective of EES is optimized.
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Intrinsically, electric vehicle (EV) charging is EES control. In this case, the

arrival time of future EV is usually random and needs prediction, and the con-

sumer usually requires its EV to be fully charged within a certain amount of

time, which brings temporally coupled constraints. In [139], MPC was applied

to determine the near optimal real-time EV charging profiles in a charging sta-

tion. [140] analyzed the performance of MPC in EV charging scheduling and

concluded that MPC performs very closely to the finite-horizon continuous

DP and could reduce computational complexity.

From the whole system perspective, MPC can be applied to control each

agent in the system including demand response, energy storage, FACTS,

fast-responding generation, etc., and consequently determine the power flow.

[141] proposed an MPC-based DC-power-flow model that alleviates line-

temperature overloads to prevent cascading failures. [142] further expanded

the MPC-based dispatch model by accounting for voltage magnitudes and

reactive power.

MPC can be incorporated in a distributed/decentralized manner, which can

enhance the robustness of the system against communication failure. In the dis-

tributed control scheme, there is typically no centralized coordinator, and each

agent in the system communicates with its neighbors to determine the optimal

actions. [143] proposed a Consensus + Innovations scheme for microgrid

energy management, using MPC to develop a multi-time-step control model.

[144] proposed a noniterative distributed MPC model for a class of spatially

interconnected systems with communication constraints, in which a cost func-

tion switching strategy is developed to guarantee the stability of the overall

system.

10.4.2 Frequency Control and Active Power Reserves

10.4.2.1 Extending Frequency Control Implementation and
Application

A state-of-the-art review of LFC schemes was offered in [145]. The work in

[146] proposed a robust LFC using genetic algorithms and linear matrix

inequalities. Similarly, a fuzzy logic controller was proposed in [147] to control

the load frequency in two areas of power systems.

Frequency of power systems can be controlled using varying controllable

loads, energy storage devices, and generation units. In this sense, [148] pre-

sented a frequency control scheme by controlling Hybrid Electric Vehicles,

controllable loads, and a generation unit whereas real-time pricing control tech-

nique was utilized to regulate frequency of powers in [149].

At a higher level of realizing this type of regulation and due to the recent

expansion and growing complexity of power systems, the requirement to involve

DG resources in tasks as the LFC requires the accurate and timely transmission of

enormous amount of data. To deal with this challenge, a singular value
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decomposition (SVD) based real-time LFC can be realized [150]. According to

the proposed strategy, themeasured data in each control area is decomposed using

SVD before being transmitted through the communication network, and only the

most valuable information is transmitted to the control center.

10.4.2.2 Active Power Reserves Beyond the Load-Frequency
Control Problem

Catering for closer control of active power became crucial as RES-based DG

grew rapidly and vastly, due to its high efficiency compared to conventional

generation [151] and its limited environmental impact. RES, however, depends

heavily on weather and the surrounding terrains, thus accounting for the inter-

mittent and stochastic nature of the relevant DG units. Operators and research in

the field focused on proactive and online strategies to deal with the above prob-

lems, especially beyond the limits of traditional LFC, as was discussed earlier.

The employed control approaches are essentially driving the operating set-

points of dispatchable assets; hence, they are less of control in the classic sense

and more of planning tools.

Proactively and based on RES generation forecasts, large power reserves may

be procured [152, 153]. In [152] the size of the reserves scheduled were

determined according to reliability indexes in light of the increased penetration

of wind power. A somehow symmetrical approach was employed in [153], where

the reliability of the intermittent RES (a photovoltaic system) was assessed, so as

to adjust reserves accordingly. As is evident, the fact that both these methods

leverage forecasting tools characterizes them as robust or adaptive, depending

on whether the forecasts are incorporated as probability functions or otherwise

lead to frequent updates of the set-points of the controlled assets.

Stochastic methods have been another approach to handle RES variance by

accounting for their output through probability density functions incorporated

as cost factors and inequality constraints in security-aware dispatching set-ups

[154]. Applying the stochastic methods in top-down approaches starting from

the perspective of transmission system operators (the grid of a whole control

area) and all the way to that of aggregators (trading energy at distribution

feeders) adds much flexibility to their already very robust profile.

In [91, 155] machine learning was used (binary decision trees, BDTs) to pre-

pare dispatching set-points for handling multiple levels of excess or deficit of

DG power. The BTDs were trained with actual cost and AC power flow data for

either cases of DG variance. The resulting control was shown to favor RES and

properly accounted for their stochastic behavior. This was achieved thanks to

the structure of output of the BTD tool, which allowed for a control interval

rather than a specific set-point of active/reactive power. This control method

is a definitive example of a robust approach, while its application in an actual

test-bed, as discussed in [156], highlights the requirements for versatile and

low-cost hardware platforms with dispersed processing power.
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10.4.3 Voltage Regulation

Voltage regulation has become a major control concern in the past few years,

especially at the level of distribution and for a twofold reason. Firstly, network

reinforcements to overcome voltage drops, due to the increase of loads, can be

postponed thanks to DG deployment, but this cannot be achieved automatically;

DG units need to be coordinated either among them or additionally with the

actions of local operators. Secondly, at valley loading times, increased DG

power outputs can lead to opposite effects of increased voltages. In most of

the control following approaches, the effect of locality in the voltage regulation

problem will attest to the requirement for flexible solutions.

In [157], a decentralized control action over a few network assets is

employed, based on optimal formulations. It is worth noting that the “hunting

behavior” [158] identified by the authors of [157] is a persistent issue even in the

context of such modern control methods. The decentralized approach enhances

with scalability the flexibility of this technique.

Many control strategies based on sensitivity analysis, that is, assessment of the

voltage dependent derivatives of the inverse Jacobian matrix of the Newton-

Raphson power flow method, have also been proposed frequently. One should

note the flexibility of [159], which handled sensitivities over loosely coupled con-

trol areas, and also of [160], which went all the way down to the detail of con-

trolling every single node. Combining sensitivity analysis with classic rule-based

control, as in [160], adds some adaptive behavior to these control approaches.

In [161], a particularly flexible online dispatching tool was proposed for the

voltage regulation of radial (not necessarily, though) distribution networks. The

distribution network is viewed as a dimensionless body with the injections

(from DG units) and absorptions (of loads) of power as point weights, the cen-

ters of which need to be counterbalanced to reduce the voltage drops. The

method iterates for all lesser parts of a distribution line to ensure the improve-

ment of the overall voltage profile. Its online operation, which may handle DG

variance, also offers some robustness characteristics to this control approach.

Focusing back on classic control, the relations between active power and

frequency, and reactive power and voltage magnitude were used in [162] for

designing generic active/reactive power controllers for DG units operating at

the distribution level. However, as reminded by [54], the ratio of resistance

to reactance of distribution lines may well affect the validity of the aforemen-

tioned relations. Hence, these flexible controllers, residing on the processors of

commercially available power electronic components, should be further devel-

oped to be more adaptive to the parameters of the grid, for example, based on

network impedance identification methods [163].

Particle swarm optimization was proposed to minimize voltage deviation in

electric power systems using reactive power control in [164]. Similar work was

presented in [165] to minimize power loss and voltage deviation using optimal

reactive power control. Voltage of a synchronous generator was regulated by
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designing and implementing an AVR in [166] with the aim to focus on hardware

implementations of novel control approaches.

Reactive power control of wind farms was proposed in [167], where a con-

trol strategy was developed for wind farms made up with double-fed induction

generators to regulate the voltage of the electrical grid to which farms are con-

nected. Likewise, reactive power control for synchronous machines was devel-

oped in [168] to minimize voltage deviation in systems with synchronous

machine-based DGs.

In [169], the authors proposed optimal reactive power control to minimize

power loss, voltage deviation, and reactive power generation cost simulta-

neously. The reason to consider the opportunity cost of reactive power gener-

ation is that it affects the frequency control capability of the generator to some

degree. This paper proposed a distributed nonlinear control-based algorithm to

achieve the optimal reactive power generation for multiple generators in a

power grid. The reactive power control setting update for each generator only

requires local measurement and information exchange with its neighboring

buses. It was demonstrated that the proposed algorithm could reduce the non-

convex objective function monotonically until convergence and achieve com-

parable solutions to the centralized technique: particle swarm optimization with

faster convergence speed.

10.4.4 Advances on Automation and Control Equipment

A very recent initiative, implemented through the IEEE standard 2660.10 work-

ing group, has identified the need for a protocol on how a software agent should

efficiently interact with automation devices for the monitoring and control,

among others, of electric power and energy systems [170]. The working group

has been surveying existing topologies, mostly found at the research stage and

less at the wide industry application level. The multitude of interactions iden-

tified to this point implies that such a standard is timely and will facilitate the

effective deployment of IoT in power systems.

As for DG equipped with power electronics, the updated IEEE standard

1547 sets multiple connection and operating criteria for the DG resources

[171]. Voltage regulation through active and reactive power, low-voltage

ride-thru capabilities, automatic reconnection to the grid, and considerations

about interactions with microgrids are a few of the criteria that will require

the control hardware to monitor the grid extensively and ensure that the DG

units controlled perform as determined in the said document.

10.5 Conclusions

The ever-increasing complexity of power systems, as large-scale dynamical

systems, originates from integration of novel smart grid technologies

(e.g., RES, demand response, and distributed energy storage), constraints
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imposed by limitation of physical infrastructure, and growth of electric con-

sumption. These resources and technologies, on the one hand, can potentially

improve the reliability of power systems by reducing dependency on bulk gen-

eration units, using more distributed and environmentally friendly alternatives,

and enabling intelligent demand-side management. On the other hand, they

introduce more uncertainty that makes the control and operation of power sys-

tems a challenging task. These uncertainties may also lead to unexpected oper-

ation difficulties, such as voltage/frequency deviations caused by mismatch

between demand and supply. Further, deregulation of power systems has

increased the number of stakeholders and entities, which results in a major con-

cern regarding the scalability of the existing power systems control approaches.

To cope with the increasing complexity and uncertainties of modern power

systems, in this chapter we have reviewed emerging control methods and

technologies. After a brief review of classic power system control strategies

and practices, we have identified five major characteristics that can improve

modern power system control: scalability, adaptive control, flexibility, hard-

ware advances, and robustness. Finally, we have reviewed recent studies and

advances for control in modern power systems considering the above-

mentioned characteristics. From the above discussion, it is natural to focus

future efforts in modern power systems control on enhancing these five char-

acteristics by means of integrated design of efficient algorithms and software,

such as distributed algorithms and parallel computing platforms, as well as

deploying modern hardware-based technologies. As understood by the exam-

ples presented, most of the ongoing research in the field attempts to address

as many of these characteristics as possible to offer readily applicable solutions

to the ongoing challenges of the deregulated energy markets and the highly

interacting control areas and regions throughout the grids worldwide.
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11.1 Introduction

Natural resources are mainly of two types: renewables, which are replenished at

a rate higher than that of exploitation; and nonrenewables, which are replen-

ished at a rate slower than that of exploitation. Thorough investigations on

recent global practices in the deployment of many types of environmentally
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friendly renewable sources of energy (e.g., solar energy, wind power, hydro-

power, geothermal, and biofuel) reveal that solar energy, wind energy, and

biofuels are leading in this race as the favorite sources of energy for the

future [1].

Under the overall umbrella of high-level policy commitments on the global

deployment and utilization of renewable energy resources, a number of

renewable energy targets, for example, climate change targets, were set. Even

though climate change is typically a driving factor in shaping and character-

izing such targets, it is commonly envisaged as an advantage of renewable

energy integration. The convening power of international climate change

negotiations offers a strategic setting and guiding mechanisms for countries

to envision long-term renewable energy targets that encapsulate national

renewable energy strategies and political commitments [2]. The District of

Columbia (District) Department of Energy Environment (DOEE) provides

a climate and energy plan, entitled Clean Energy DC (Plan). The Plan is

DOEE’s proposal to reduce greenhouse gas (GHG) emissions by 50% below

2006 levels by 2032, while increasing renewable energy use and reducing

energy consumption, as directed by the District’s sustainability plan, sustain-

able DC. Achieving the 50% reduction by 2032 will put the District on track to

reduce GHG emissions by 80% by 2050. Therefore, the plan enforces an

increase in deployment of renewable energy, to make up 50% of the District’s

energy supply by 2032 [3]. Renewable energy sources (RES) are clean, envi-

ronmentally friendly, and will not run out. The deployment of renewable and

distributed energy resources (DER) has been observed to be significantly on

the rise in the United States and the world. The existing policies for reduction

of GHG emissions are expected to ensure—and even expedite—a sustainable

growth in RES penetration in the electric industry. To put a figure on this, 37

United States states have already implemented renewable portfolios that man-

date meeting 10%–33% of energy consumption. Likewise, the energy policies

of the European Union (EU) have legislated targets of 20% renewable energy

penetration by 2020 [1, 2].

As such, additional variability and uncertainty in the net-load will be real-

ized in future, contributing to the advent of new operational challenges in bulk

power grids, ranging from operation limit violations, frequent start-ups and

shut-downs of dispatchable generating units, reduction in available lead time,

and increased ramping and reserve requirements [3, 4]. Among such technical

challenges, the power grid of the future requires a suite of modified and com-

plemented protection schemes compatible and capable to cope with the rushing

arrival of uncertainties from RES. For instance, such schemes are essential in

the case of an inverter-based photovoltaic (PV) RES, as the short-circuit cur-

rents of these resources are extremely poor, and protection devices may fail

to discriminate between the normal loading and fault conditions due to the nar-

row margin between them [5].

318 Pathways to a Smarter Power System



The green energy transition increases the risk of power failures, if not

accompanied by a grid technology transition. Traditional large coal and gas

power plants, with the high inertia of their heavy, rotating generators, secure

network stability and ensure a minimal deviation from the desired 50Hz or

60 Hz output frequency even under a relatively large, temporary imbalance

between mechanical power supplied and electrical power demanded. Smaller

generators, such as wind turbines, are less stable and may need to be discon-

nected from the grid promptly after occurrence of a fault, as they may affect

system stability, which in turn might result in a cascading outage effect, ulti-

mately leading to a blackout. In present practice, these small power generating

resources are disconnected during fault periods in order to protect them from the

reverse fault current from the main system [6].

Faults will always happenwithin a power grid, and there is no single best solu-

tion to deal with them. The challenge is to keep these faults localized, tominimize

the number of consumers affected and to ensure a speedy and timely recovery.

Whereas the original, 100-year-old power grid design allowed for hard-wired

mechanical solutions following simple rules, the ever-increasing complexity of

the current grid demands smart(er) solutions. Protection relays need to monitor

the relevant parameters—such as voltage, frequency, and current—at the proper

sampling frequency. The use of communication-assisted protection schemes and

adaptive protection systems can be suggested, the performance of which are

closely driven and dependent on reliable real-time communication facilities.

Algorithms are only given a short time interval (several milliseconds up to tens

ofmilliseconds, depending on the systemdesign and architecture) tomake the cor-

rect decision autonomously, based on the received and/or conceived data [7]. This

chapter discusses the merits and demerits of various state-of-the-art protection

schemes with the integration of RESs in power systems. The trends and possible

solutions for protection schemes of future smart power systems are discussed.

This chapter is organized as follows. Protection issues in RES-integrated

transmission systems are presented in Section 11.2; protection issues in RES-

integrated distribution systems are discussed in Section 11.3; and microgrid

protection schemes are introduced in Section 11.4. Finally, we present the con-

clusions and discuss the future scope of research on massively RES-integrated

power systems in Section 11.5.

11.2 Protection Challenges and Solutions in RES-Integrated
Bulk Transmission Systems

Bulk windfarm-based renewables have penetrated the transmission network at

the subtransmission and transmission levels, and continue to do so. In addition

to windfarms, bulk penetration of solar power has seen a tremendous increase in

Megawatt size. This intensified variability and the stochastic nature of RES

affects the existing protection philosophy in transmission systems. Special
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attention should be paid to the design of protection schemes for transmission

systems integrated with large-scale renewables. Particularly, the design of pro-

tection schemes for compensated transmission lines under these conditions

becomes more complicated [8].

11.2.1 Main Protection Challenges in Transmission Grid

11.2.1.1 RES Integration

When the bulk Megawatt renewables are integrated at the transmission level, the

reach of the distance relaysmay be affected, possibly resulting in under reach. For

a large number of integrated renewables, it is not practically feasible to set the

reach of each distance relay for different renewable infeeds. Adaptive distance

and intelligent technique based differential relaying protection schemes are

needed, which can adapt the relay protection settings as per the network opera-

tional requirements [9].

11.2.1.2 Flexible AC Transmission system (FACTS) Compensated
High-Voltage Transmission Lines

In order to effectively integrate the RES in the transmission grid and fulfill the

supply requirements of increasing demand for electricity, electric power utili-

ties today are continuously seeking opportunities for optimal utilization of the

existing transmission infrastructure and built-in flexibilities [10–16]. However,
the existing constraints in interconnected power systems, such as voltage and

transient stability, restrict the full and effective utilization of the existing trans-

mission corridors. In order to alleviate such constraints, and for the main pur-

pose of efficient utilization and control of the existing transmission network, the

utility industry has focused on deployment and commissioning of advanced

power-electronic-based FACTS in the grid [17]. These deployments, in turn,

mandate a significant modification in the protection requirements of the trans-

mission lines reinforced by FACTS. The thyristor-controlled series capacitor

and the unified power flow controller based high-voltage transmission lines

require modern signal processing and computational intelligence techniques,

since the fault type and operating mode of the FACTS-based distance relays

suffer from either underreaching or overreaching concerns and challenges [18].

11.2.2 Main Protection Schemes for RES-Integrated
Transmission Lines

11.2.2.1 PMU Based Protection Scheme

Over the past 35years, deployment of Phasor Measurement Units (PMUs) and

PMU-based Intelligent Electronic Devices (IEDs) has seen a tremendous

record, with revolutionized synchrophasor-based applications adopted that, in

turn, have facilitated a better understanding of modern power systems through
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high-resolution and high-precision grid observations. Several critical applica-

tions, for example, State Estimation, Fault Detection/Location, Remedial

Actions, and Wide Area Monitoring Systems and Protection, are backboned

with PMUs and PMU measurements. Recently, detection of incipient voltage

instabilities has also been viable thanks to a number of PMUs located at stra-

tegic points across the grid and a central assessment unit that calculates the

power transfer stability across a specific transmission line based on the voltage

and current phasor measurements, as shown in Fig. 11.1. GPS time-stamped sig-

nals from PMUs located at both ends of the transmission lines help to provide

synchronized voltage and current phasors for grid-scale assessments [19].

In [20], an adaptive protection coordination scheme for active power net-

works is presented, which transfers the desired relay settings to overcurrent

(OC) relays and distance relays, as per the operational network topology

(TP). Whenever there is a change in the network fault level, either due to change

in line parameters or incoming of new RES, new relay group settings are com-

municated to corresponding relays.

Furthermore, while some research efforts have been made [21–23], addi-
tional studies should be carried out to investigate the impact of RES integrations

on PMU measurements that will eventually affect the synchrophasor-based

protection schemes. Specifically, different PMU algorithms manifest different

performance accuracy under changing network conditions, which may compro-

mise the trustworthiness of the end-user protection application, especially under

massive penetration of renewables. An example of such studies is [21], where the

impact of errors in the PMU response on synchrophasor-based fault location

algorithms is investigated. The impact of PMU errors on a synchrophasor-based

fault location algorithm requiring synchronized phasor measurements at both

ends of a transmission line is demonstrated in Fig. 11.2. It is revealed from this
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figure that: (i) during the higher resistance fault scenarios, the time taken to

locate the fault is comparatively longer; (ii) the minimum error is corresponding

to the scenario when the fault has happened in the middle of the line; (iii) the

error is at its maximum when the fault occurs at the begging of the line. Errors

introduced by the communication network and phasor data concentrators (PDCs)

should also be taken into account in future research.

11.2.2.2 Integrated Wide Area Protection and Control Scheme

This concept is largely founded on the integration of protection and control prin-

ciples, particularly in a wide-area, promising a number of advantages for the

next-generation protection and control systems in modern power grids. With

the real-time synchronized data collected and mined in the wide-area informa-

tion platform, such technology enables merging and integrating the traditional

lines of defense systems and the online self-healing paradigms, helping in pre-

vention and mitigation of cascading outages with a higher level of ensured sen-

sitivity, reliability, and fault tolerance. The data received from the wide area

information platform (e.g., static, dynamic, transient measurements and status

of circuit breakers, etc.) is assigned to various focused computation algorithms

in the platform responsible for performing and implementing various advanced

protection and control functions at substation or regional levels through a dis-

tributed cloud system. Such functions include wide area fault location, power

quality monitoring, fault line selection, protection settings, etc. The cloud com-

puting platform equipped with advanced big data analytics significantly reduces

the computational burden on the secondary terminal equipment [24].

In a holistic wide-area backup protection (WABP) scheme, shown in

Fig. 11.3, there exist six different layers that mainly contribute to the total

delay: (i) data acquisition, (ii) wide-area network (WAN) for data transmis-

sion, (iii) PDCs, (iv) application solution packages and algorithms,

(v) WAN for command transmission, and (vi) circuit breakers [25]. A detailed

formulation centered on network regionalization is suggested in [25] that pro-

vides solutions to constraint the total latency of the WABP schemes. The sug-

gested solution is a 3-stage linear model, which optimizes the number and

location of measurement devices (MDs), the number and boundary of protec-

tion regions, location of protection rooms, and the total number of communi-

cation links betweenMDs and protection rooms.With such characteristics, the

model can be applied, with minimum adjustments, to any latency-critical

WABP scheme.

11.2.2.3 Hierarchically Coordinated Protection (HCP) Scheme

Power system control methods are primarily focused in response to the

classification of power system operating states for mitigating the prevailing

conditions in a power grid (voltage, transient, frequency, and small-signal

instability) and maintaining them within a secure operating state. Future
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hierarchical protection and control systems will be expected to benefit from

look-ahead features, enabling predictive protection [26]. The look-ahead fea-

tures may include:

i. Analytical computer programs that may employ many new and timelier

system measurements to recognize the system’s actual and predicted chal-

lenges, and to take immediate action, automatically, to prevent or mitigate

problems. Where appropriate, and when time allows, manual operator

intervention options and solutions are provided to the system operators.

ii. Probabilistic risk analytics that can detect system threats under projected

normal operating conditions, as well as during single-order failures,

double-order failures, and out-of-service maintenance intervals.

iii. Load forecasting models that are significantly enhanced and generally

encapsulate several time horizons:

short-term—minutes, hours, and days, in support of system real-time,

hour-ahead, and day-ahead operational decisions;

mid-term—monthly, quarterly, and annually, to support the operations

and maintenance (O&M) plans; and
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FIG. 11.3 Layers of the WABP Scheme [25].
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long-term—multiyear horizons, in support of long-term investment and

reinforcement decisions.

iv. Fast simulation and modeling with look-ahead features and capabilities

that enable accurate prediction of system disturbances ahead of time while

continuously ensuring an optimized grid performance.

An HCP approach, proposed in [27], relies on three protection layers: (i) pre-

dictive protection, (ii) adaptive/settingless protection, and (iii) corrective pro-

tection under unintended tripping and other conditions. All three layers are

integrated and analytically correlated in order to achieve the full potential of

the envisioned ideology [27]. While characterized and equipped with high-

accuracy modules, the tool may suffer from an expensive computational burden

that may impose an unacceptable operational latency, specifically for real-time

applications and decision making. Hence, this module should be triggered in

coordination with a legacy protection scheme to monitor and, if needed, rectify

the original relay performance. At the substation level, fast and accurate fault

location and event tree algorithms based on synchronized sampling are

employed to detect the false line tripping and relay misoperations, respectively.

Particularly, the fault location algorithm will be immediately triggered upon a

line tripping incident in order to validate the relay operation. If the fault con-

dition remains unconfirmed, the tripped line will be swiftly restored.

Based on the developments mentioned above, several efficient criteria

should be devised and utilized to evaluate the protection schemes of the future.

The design of the future protection schemes should follow the steps illustrated

in Fig. 11.4. The predictive protection should detect the prospective power sys-

tem operating states and leave ample time for a protection system to adjust the

relay and algorithm settings if needed. This could be achieved by coordinating

with the Energy Management Systems and enabling the big data analytics and

Predictive protection

Adaptive protection

Corrective protection

FIG. 11.4 The procedure to design a new protection scheme in the transmission system.
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mining of the data being acquired from wide-area communication systems. The

adaptive protection algorithm should make the right decision to trip the relay

and react in a short lead time. Regionalized and distributed algorithms should

be adopted to achieve a fast and accurate response, yet with fewer communica-

tion requirements. The corrective protection at the third layer should consider

the incorrect relay tripping, measurement errors, and communication system

failures/delays caused by either equipment degradation or cyberattacks. Such

a forward design would allow each layer to take into account and sequentially

carry the impact of the layers forward.

The effectiveness of the protection schemes should be evaluated backwards.

Maintaining the system operation in the normal operating state and avoiding the

cascading failure of system components that may result in partial or system-

wide blackouts is critical to system operators. Thus, corrective protection

should be validated first. The adaptive protection and predictive protection

can be evaluated next, to achieve better and more accurate protection results

and to minimize economic losses.

An effective HCP scheme can also be suggested to verify different

approaches to corrective, adaptive, and predictive protection strategies aimed

at improving power system resilience. Relay misoperation is known to be a

major contributing factor in 75% of major disturbances in North America. Dur-

ing abnormal conditions, the backup relays may not be able to differentiate

faults from no-fault conditions (balance between dependability and security

is inadequate), such as when overload and large power swings occur. It has been

observed that while redundancy (providing backup protection and improving

dependability) reduces the probability of a dependability-based protection sys-

tem failure, it may increase the probability of a security-based protection system

failure. As a result, maintaining the balance between dependability and security

of protective relay operation remains a challenge. An improved protection sys-

tem design must provide inherently dependable and secure operation, where an

HCP aims at achieving that goal [28].

To clarify better the impact of protection reliability on the power grid’s resil-

ience, one may compare the legacy (reliability-based) protection perspective

with what the requirements for resilience ask for today. While the legacy pro-

tection on transmission may be able to handle an N � 1 contingency case with-

out causing any misoperation, it may not be able to cope with N � m
contingency cases (high-impact, low-probability events) effectively. In other

words, the static predetermined balance between dependability and security

might not necessarily be able to meet the system’s resilience criteria. It may

not be reasonable to expect to have protection solutions, for example, proper

relay settings, developed off-line to cover all the possible N � m contingency

cases. Instead, a dynamic trade-off between security and dependability is

needed as the system goes through various events and operating conditions.

Fig. 11.5 illustrates an HCP that supervises traditional distance relay functions

for transmission lines. The basic idea is to maintain a dynamic balance between
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dependability and security, which is achieved through predictive, adaptive, and

corrective relaying actions. This provides flexibility in the protection scheme’s

behavior to handle the uncertainties associated with the protection operation.

11.3 Protection Challenges and Solutions in RES-Integrated
Distribution Systems

Power distribution systems are primarily protected via a number of current-

sensing devices, such as OC relays, re-closers, and fuses. These devices monitor

the current flow in the system through the protected element and generate trip

signals to the circuit breakers if the fault current flow is greater than a prespe-

cified value. The protection philosophy in power distribution systems is gener-

ally designed based on the assumption that the systems are radial in nature and

power flow is always unidirectional from the source to the consumers [29].

In the case of a multigenerator/multiloop distribution system, the power

flows are not unidirectional, and the fault currents will flow in either direction

based on its location in the network. Directional overcurrent relays (DOCRs)

are the most promising solution to avoid sympathetic trippings in multiloop dis-

tribution systems. In the case of a large penetration of RES in the distribution

grid, however, network fault levels will change dynamically with respect to the

RES penetration and the corresponding stochastic behavior. DOCR with fixed

FIG. 11.5 Traditional distance protection supervised by HCP.
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time dial setting and plug multiplier setting will not protect the feeder when

there is a large RES penetration. Particularly, the change in the fault current

primarily depends on the type, rating (penetration), and location of the RES

integration in the grid [30].

The phase-ground or phase-phase faults in conventional distribution sys-

tems normally result in an OC. The basic precondition of the traditional OC pro-

tection paradigms in distribution grids recognizes the fault current to be in the

range of five to six times greater than its nominal (rated) current. The limited

current rating of powered electronic devices, however, can force the fault cur-

rent corresponding to the converter-interfaced RES to be in the range of 1.1–2
times the nominal current [31].

11.3.1 Main Protection Challenges in Distribution Systems

11.3.1.1 Fault-Current Contributions

Compared to the traditional grid with no distributed generation (DG) connec-

tion, higher penetration of distributed RES in distribution networks will result

in a drastic reduction in the fault currents measured by the protective relays at

the front end of the distribution feeder, which, in turn, may lead to delayed fault

detection and relay operation. This is mainly because of the fault-current con-

tributions of the distributed RES, where the fraction of the fault currents mea-

sured by the OC relays decreases [32]. In the worst-case scenario, where the

fault is missed or not instantly detected, high voltage violations (while the fault

current is low) and unsafe conditions in the field would be the consequences.

Furthermore, the fault can spread throughout the entire distribution network,

resulting in further severe damage if it remains undetected for a long time.

11.3.1.2 Reduction in Reach of Impedance Relays

The maximum fault distance (corresponding to the maximum fault impedance

or minimum fault current) that triggers the relay in a certain impedance zone, or

in a certain time instant (depending on the configuration), characterizes the

reach of an impedance relay [33]. When a fault is detected in the downstream

section of the bus to which the distributed RES is connected, the upstream relay

sees and measures a higher impedance than the actual fault impedance. Thus,

the increased voltage due to the additional infeed at the common bus will cause

an amplified fault distance, triggering the relay with a faster time response [34].

11.3.1.3 Auto Re-Closure

Re-closers are devices that are designed to respond swiftly to temporary faults

in distribution systems, isolate the faulty segments, and allow timely self-

clearance of the fault. DG and massive deployment of renewables have brought

about significant challenges to the safe and secure operation of auto re-closers

(e.g., out-of-phase re-closing). As a solution, DG must be entirely detached
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before the re-closure process gets prompted [35]. Continuous operation of a DG

unit under a single fault scenario, if the automatic re-closure is prompted after a

short interruption, may result in two main concerns: (i) the arc may have been

fed by the DG, it may not be entirely cleared, and this does not allow the instan-

taneous re-closure to succeed; and (ii) due to a change in frequency of the

islanded segments, resulting from the active power unbalance during faults,

the switch reclosure attempt will fail, as it couples two asynchronously operat-

ing systems with active sources on both sides of the re-closer [36].

11.3.2 Main Protection Schemes for RES-Integrated
Distribution Systems

11.3.2.1 Distance Protection

Compared with the OC relays, distance relays are less influenced by changes in

network topology. To overcome the false tripping ofOC relays in RES-penetrated

distribution systems, high set instantaneous (50H or 50NH) OC elements were

replaced with instantaneous elements with quadrilateral characteristics; low set

instantaneous (50L or 50NL) elements were substituted with instantaneous

mho elements; and time-overcurrent (51P) elements are replaced with mho ele-

ments [37]. Distance relay with mho characteristics is an inherently directional

relay; thus, it can discriminate the forward and reverse faults. Fault resistance

is ignored in [37], but it is also an important factor for distance relays in distri-

bution systems, as distribution feeders are short in length and most faults are of

high impedance characteristics. For higher RES penetration levels, distance

relays may also face underreach or overreach problems in distribution systems.

11.3.2.2 Limiting the RES Capacity

The protection coordination index (PCI) evaluated in [30] is defined as the rela-

tionship between changes in the RES penetration power, with respect to the

change in the coordination time interval. Attempts are made to penetrate the

RES in the distribution system without compromising the network existing pro-

tection setting. This is primarily achieved by limiting the size of the RES pen-

etration. The suggested PCI index in [30] provides insightful information about

which locations are safe for RES integration or where protection coordination

margins are less affected or compromised with RES. The fall in coordination

time interval is evaluated with respect to percentage penetration of the RES

at the node with the highest PCI value. If the RES are customer-owned, then

the size of the RES is optimized in such a way that does not compromise the

existing relay settings in the distribution network. The application of PCI is also

extended to multiple RES penetrations in a utility network [38]. This index is

also helpful for utilities to decide on the optimal location of the customer-owned

RES where the customer can inject their RES power into the distribution system

without negatively influencing the existing operation and control of the system.
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11.3.2.3 Fault Current Limiters

As the principle philosophy behind this approach, the fault current can be

blocked from the RES during fault intervals so that the relay setting, originally

decided at the planning stage without RES, remains valid and intact under sce-

narios with variable penetration of RES. This is achieved by connecting series

devices with the RES, which offers low impedance during normal operation and

high impedance during faults to block the fault currents. In order to restore the

fault current levels to those original values without DER, fault current limiters

(FCLs) are suggested, in [39], to be connected in series with the DERs and util-

ity interconnection point. A nonlinear programming optimization problem is

formulated for FCL allocation in distribution systems that minimize the

DER-caused changes in network fault current levels. Solid state fault current

limiters (SSFCL) with fast switching time characteristics are also suggested

as a promising and cost-effective solution in distribution systems to quickly

block DER-caused fault currents and minimize the protection-related side-

effects of DER penetration in the grid. A genetic algorithm approach is sug-

gested and employed in [40] for optimal allocation (sizing and siting) of

SSFCLs in the distribution network that is needed to keep the DER fault con-

sequences blocked.

11.3.2.4 Differential Protection

The difference between the incoming and outgoing currents of a protection zone

is the basis for the differential protection principles; as soon as this exceeds a

predefined value, the protection scheme will be triggered. A differential protec-

tion scheme is known with a very fast response time of �5ms. In the case of

active distribution systems with high penetration of renewables and DGs, the

DG at the faulty zone is signaled to be disconnected by the corresponding pro-

tection relay. Discrete Fourier transform is utilized in [41] on the fault currents

and voltage signals to extract the differential features, followed by decision tree

data mining for final decision making.

11.3.2.5 Wavelet Transform-Based Protection

A fault detection algorithm for PV arrays is suggested in [42], in which multi-

resolution signal decomposition by wavelet transform as well as a two-stage

support vector machine classifier are utilized for feature extraction and decision

making, respectively. The boundary discrete wavelet transform is deployed

within a fast and simple OC protection scheme in [43], where its coefficient

energy helps achieve an accurate, fast, and real-time fault inception time

detection.

Both differential protection and wavelet transform-based protection rely on

the communication infrastructure. This imposes a significant level of vulnera-

bility to communication failures, in case of which, the entire protection scheme

may be dysfunctional.
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11.3.2.6 Adaptive Protection

A networked protection scheme in power distribution systems is introduced in

[44], where the goal is accurate and fast fault detection centered on utilizing a

centralized fault detector (CFD). In order to detect the fault-induced distur-

bances, the CFD simultaneously processes the 3-phase voltage and frequency

quantities from the synchrophasor datasets received from the main point of

common coupling (PCC) and the local PCCs corresponding to DG systems.

Upon the synchrophasor-based data-driven detection of faults, persistent distur-

bances, or a significant prevailing condition by the CFD, the relevant protective

relays, IEDs, and DG systems will be commanded via signals transferred

through communication links.

A hardware-in-the-loop (HIL) adaptive protection scheme is introduced

in [45], which ensembles a variety of real-time simulation tools—for example,

real-time digital simulators (RTDS), the programmable logic controller (PLC),

multifunction digital relays, etc.—enabling a multifunction protection scheme

with centralized control and accurate protection settings. Distribution networks

are simulated in RTDS with digital relays as protective devices for distribution

feeders and the PLC as the centralized controller. See Fig. 11.6 for more details

on the developed architecture. This adaptive protection scheme first identifies

the optimal relay setting groups, following by an online self-adjustment pro-

cess, enabling a dynamic, continuously tuned, and adaptive protection scheme

responsive to the changing system operating conditions. The PLC encapsulates

the status of circuit breakers, and monitors the accurate relay transitions to

Central controller
(programmable logic controller)

Simulation system
(OPAL-RT, RTDS, Typhoon, etc.)

Digital relays
(feeder protection)

Trip signals

Trip signals

Voltage & current
waveforms

CBs status signals SG change signals

FIG. 11.6 Illustration of the suggested HIL testbed [45].
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effective setting groups in the face of amajor change in the systemoperating con-

dition, for example, DG connection/disconnection, or network reconfiguration.

This robust approach is characterized by a significantly high rate of convergence,

making the real-time evaluation of the optimal relay setting groups feasible.

A multiagent system-based protection and control scheme is suggested in

[46], which is a centrally controlled adaptive protection and control scheme

for DGs. A basic three-level control scheme—proposed for DGs, relays, and

load agents—includes several functions, such as information collection, deci-

sion making, and execution of commands, as well as communication to remote

agents. This scheme assumes that a strong and reliable communication network

exists in the distribution system. If any network changes are originated from

system reconfigurations or DG integration (connection or disconnection), the

DG agents and other agents adapt their feasible control modes accordingly,

and relay agents will modify the relay settings corresponding to the changes

in the system operating conditions. In this scheme, a strong communication net-

work is required to make it possible for each of the element agents in the net-

work to communicate. This multiagent oriented protection and control scheme

offers several advantages in power distribution systems: (i) it can prevent relay

misoperations; (ii) it can harmonize and coordinate the distributed relays and

converter controllers, realizing a resourceful information sharing platform.

While providing decent flexibility in decision making, adaptive relays and

their wide-scale implementation anticipates several main hurdles:

(i) reinforcing the grid and supplanting (substituting) all the existing protec-

tive relays in the distribution network with upgraded adaptive schemes is

extremely costly;

(ii) dependable, secure, accurate, and timely operation of adaptive protection

schemes heavily rely on reliable communication infrastructures; and

(iii) their implementation is burdensome, especially in large distribution systems

withmassive penetration of DERs, since the history and prior knowledge on

a significant number of DER possible configurations should be documented

and accustomed based on the adaptive adjusting and tuning rules [47].

11.4 Protection Challenges and Solutions in Microgrids

Amicrogrid is typically formed of several interconnected loads and DER units,

with clearly defined electrical boundaries, representing a single controllable

entity in the grid. Microgrids can electrically connect and disconnect from

the grid, enabling participation in both grid-connected and islanded operating

modes [48]. Most importantly, a microgrid can operate in isolation from the grid

in order to mitigate sustained power outages as they unfold.

Although microgrid design, planning, and operation bring about potentials

for improved network reliability, proliferated integration of renewables,

enhancing power quality, and investment cost optimization, they may also raise
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a number of concerns and challenges, among them, the need for modified pro-

tection and control strategies can be highlighted. In particular, one of the major

challenges is to design and implement protection schemes inmicrogrids that can

respond dependably and securely to faults in both grid-connected and

islanded modes.

11.4.1 Main Protection Challenges in Microgrids

11.4.1.1 Fault Current Levels

Fault levels in microgrid networks are higher when they operate in a grid-

connected mode as compared to an islanded mode of operation [49]. In an

islanded operation mode, the DER units are the only fault current feeding

sources, and have limited short circuit capabilities. During these operational

modes, discrimination of fault levels from loading levels may lead to nuisance

tripping of the protective relays.

11.4.1.2 Coordination and Selection of Protection Devices

Selection of the protection device depends on the operating speed, voltage

levels, and fault currents. The voltage level of a DER integrated terminal bus

is highly variable due to the intermittency imposed by the stochastic DERs

[50]. The topology (grid-connected/islanded mode) of the microgrid certainly

affects the magnitude and directions of the fault currents in the microgrid net-

work. Reliable coordination of the protective relays, fuses, and re-closers in a

microgrid is a complicated protection challenge. The microgrid may also suffer

from other protection issues similar to those in traditional distribution systems

listed in the previous section.

11.4.1.3 Communication Systems

For a microgrid with varying architectural designs and configurations, compre-

hensive protection studies should be performed to identify proper relay setting

groups that ensure system protection against various fault scenarios. On the

other hand, advanced protection strategies heavily rely on communication sys-

tems and, thus, their implementation is overshadowed by economic consider-

ations. More importantly, in the case of communication network failure or

delays, the protection reliability is significantly compromised, which calls

for designing and implementing a backup protection system capable of handling

such communication-related circumstances [51].

11.4.1.4 Hybrid AC/DC Microgrids

In recent years, a combination of both AC and DCmicrogrids—so-called hybrid

microgrids—interconnected by power electronic interfaces has seen enormous

attention in the electric industry. The idea behind designing and implementing

hybrid microgrids is to conjoin the advantages and maximum benefits of both
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AC and DC microgrids, while shortening the investment requirements on the

number of power electronic converters needed for integrating DER units,

energy storage systems, and loads to network AC or DC buses. The interfaced

power electronic converters facilitate the reactive power flow to the AC subgrid

and are responsible for importing/exporting the required active power to/from

the DC subgrid. Hybrid microgrids structurally integrate two independent sub-

grids, one AC and the other DC (with minimized power transfer for loss reduc-

tion), each representing its own portfolio of DER units, energy storage systems,

and loads. New adaptive, yet secure and dependable, protection devices and

schemes should be developed in hybrid AC/DC microgrids capable of handling

the protection requirements of such complex architectures [52].

11.4.2 Main Protection Schemes for RES-Integrated Microgrid
Systems

Most of the current projects for microgrid protection are founded based on AC

microgrids. Many protection schemes in distribution systems could be utilized,

with some adjustments, in microgrid systems. Examples are distance protection,

differential protection, wavelet transform-based protection, and adaptive pro-

tection. Other protection schemes commonly employed in microgrid systems

are as follows.

11.4.2.1 OC and Overload Protection Schemes

Due to limited fault current contribution from weak DER units, the time inverse

OC protective relay fails to maintain a coordinated operation in the microgrid.

A voltage function is added to the time-inverse OC relay logic to enhance

the operating time of the microgrid relays [53]. During the fault periods, the

voltages at the DER terminals fall below their ratings, and there will be a small

increase in the fault currents. The operating region of the voltage–current-based
time-inverse protective relays is demonstrated in Fig. 11.7. The operating time

of the voltage–current-based time-inverse OC relays can be enhanced if effec-

tively designed and coordinated in microgrid systems.

Two voltage control protection schemes for OC and overload protection of

microgrids with a high proliferation of DER units are suggested and fully

addressed in [54]. The first protection scheme enables a sequence of (i) detect-

ing the faults; (ii) constraining the output currents of the DER units; and (iii)

restoring the microgrid back to its normal operating state following a successful

fault clearance process. The second scheme, which focuses on overload protec-

tion, (i) detects the overload conditions in the microgrid using the voltage mea-

surements, (ii) adjusts and constrains the DER output power through the

interface terminals of the DER voltage source controllers. Worthy of note is that

the voltage controlled protection scheme is faster than the conventional OC

relay protection scheme.
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11.4.2.2 Harmonics Content-Based Schemes

Microgrid protection is approached in [55] through a developed scheme, cen-

tered on the inverter output voltage and particularly on its harmonic contents.

The voltage signals at the inverter terminals are commonly low-distorted when

the microgrid is connected to the grid (i.e., the grid-connected operation mode)

since, in such circumstances, the distribution network manifests itself as a low-

impedance voltage source. In the face of fault incidents or other prevailing con-

ditions in the network, however, the microgrid islanded operation will result in

an increase in the impedance at the inverter terminals. This is realized as the

low-impedance main grid gets disconnected, and hence, existing harmonics

of the inverter output current increases the harmonic magnitudes at the terminal

voltage signal. In order to tackle this challenge, a protective relay is proposed in

[55] to evaluate and monitor continuously the total harmonic distortion (THD)

associated with the terminal voltage signal where each inverter-based DER unit

is located. Upon violating a prespecified THD value, the relay signals the cor-

responding local circuit breakers to trip, as the fault is found within the relay’s

operation zone.

Different from the previous approach, and centered solely on low harmonic

components, a protection scheme is suggested in [56] where a certain proportion

of the 5th harmonics to the fault current is injected, through which the digital

protective relay can detect the fault. In this way, limitations of the conventional

OC-based protection schemes are effectively tackled, as this approach and its

performance do not depend on huge fault currents.

While offering several distinguished advantages as stated above, there are a

number of critical concerns and challenges known for such harmonics-oriented

protection schemes:
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FIG. 11.7 Operating region of voltage–current based time-inverse protective relay [9].
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(i) they are not able to effectively detect high-impedance faults;

(ii) the algorithm computations and filterings in such protection schemes cre-

ate quite noticeable latencies; and

(iii) some of such harmonic-based protection schemes do not account for

the transformer connections in distribution systems—this is particularly

critical as the fault current and voltage waveforms are significantly

affected by a delta-wye transformer connection.

11.4.2.3 Fault-Current Compensation

Since the DER fault-current level changes depending on the microgrid mode of

operation (grid-connected and islanded), and particularly in the case of mas-

sively distributed inverter-interfaced sources of generation, designing a secure

and dependable protection scheme compatible with both modes of operation is a

major challenge. An extra fault-current source (FCS) can be deemed as a solu-

tion that not only enables compatibility of the OC protection scheme with the

traditional schemes but also can compensate and adjust the fault-current levels

in various operation modes. In so doing, synchronous condensers or storage sys-

tems—for example, flywheels, batteries, and ultra-capacitors—can be regarded

as the possible FCS options in the microgrid to inject high current levels during

faults [57]. Storage-enabled FCS systems are actually systems of systems (SoS)

and are typically composed of a storage element, a power electronic converter, a

triggering circuit, and a charging module. The FCS will be switched on to inject

the requisite levels of current needed for voltage restoration when the fault

detection is confirmed, and will be switched off upon fault clearance. Integra-

tion of FCS for fault current compensation in microgrids with massive penetra-

tion of DERs calls for a significant investment, and this remains a major

challenge for the wide adoption and implementation of this approach in

practice.

A resilient, adaptive protection algorithm in microgrids should be able to

effectively handle the communication failures and delays with optimal cost

and minimum damage to hardware assets, as such failures are deemed to be

high-priced risks imposing inevitable consequences. Energy storage devices

are suggested and employed in [58] to realize an adaptive, resilient protection

scheme in microgrids. Relying on the existing energy storage devices in the net-

work with minimum additional cost, this framework enhances the microgrid

protection scheme resilience to communication failures—for example, cyberse-

curity attacks, loss of or delays in communication—by injecting the required

fault current to activate and trip the responsible relays. The main challenge

is when there concurrently exist both a heavy-pulsed load and a fault in the

network. Under such worst-case scenarios, an existing supercapacitor in the

designed system could activate the relays by successfully increasing the fault

currents.
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11.4.2.4 Hierarchical Protection

The Illinois Institute of Technology (IIT) microgrid, with a peak load of

12MW, embeds a variety of DERs, including 8MW natural gas turbine,

300kW PV system, 8kW wind generation, 500kWh flow battery, and

4MW backup generation. Fig. 11.8 depicts a schematic diagram of the IIT

microgrid, including the location and type of the DERs. As illustrated, the

microgrid is fed through two substations (i.e., north substation and south sub-

station) to ensure seamless operation of the system if one of the feeders fails.

Both substations are supplied by 12.47kV/4.16kV transformers equipped

with proper protective devices. Fig. 11.8 also indicates the hierarchical

protection scheme applied and implemented in the IIT microgrid, primarily

centered on differential protection in four coordinated levels. The protection

levels will be described in the following [59]:

l Load-way protection (LWP) level: The LWP (green boxes in Fig. 11.8) con-

sists of directional OC relays that are responsible for load-level faults. If the

LWP breakers fail to operate, backup trip signals will be sent to the adjacent

breakers on the same switch. The under-/overvoltage and under-/

overfrequency protections can also be implemented on the LWP level to

enable load shedding and/or other control schemes.

l Loop protection (LP) level: Differential protection is used to clear faults

impacting the line sections between two switches. Thus, communication-

FIG. 11.8 The IIT microgrid protection system [59].
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assisted digital relays with directional functionality are utilized to detect and

isolate loop faults (blue boxes in Fig. 11.8). The LP also provides breaker

failure and backup protection for the LWP.

l Feeder protection (FP) level: The FP is the upper-level protection that

provides backup for LWP and LP levels, for example, if the communication

network fails. OC relays are used in coordination with LWP and LP (purple

boxes in Fig. 11.8). Since fault current levels change in different operational

modes, the adaptive setting may be used for FP relays to ensure

coordination.

l Microgrid protection (MP) level: The MP protection is mainly responsi-

ble for the protection of the microgrid against grid faults. However, it

also provides backup protection for the other three levels in the grid-

connected mode. The MP level of the IIT microgrid protection system

includes OC, under-/overfrequency, and under-/overvoltage functions

(red boxes in Fig. 11.8). The microgrid is islanded if the network volt-

age/frequency deviates from its normal level. Utility code defines the trip

time of the MP.

The architecture of the hierarchical protection for the IIT microgrid is shown in

Fig. 11.9. Compared with the hierarchical protection which combines predictive

protection, adaptive protection, and corrective protection altogether for the

transmission system, the different layers of hierarchical protection in micro-

grids deal with the different fault levels/types, and the upper layer is the backup

protection for the lower layer against communication failure.

FIG. 11.9 The hierarchical protection principle of the IIT microgrid [59].
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11.5 Conclusion

The deployment of renewable and DERs has been observed to be significantly

on the rise in the United States and the world. As such, additional variability and

uncertainty in the net-load will be realized in future, contributing to the advent

of new operational challenges in bulk power grids, ranging from operation limit

violations, frequent start-ups and shut-downs of dispatchable generating units,

reduction in available lead time, and increased ramping and reserve require-

ments. Among such technical challenges, the future power system requires a

modified, adaptive, robust, and further compatible protection schemes to cope

with the uncertainties driven by the rushing arrival of RES.

This chapter discussed the merits and demerits of various state-of-the-art

protection schemes with the integration of RESs in power systems. In particular,

the protection challenges in RES-integrated bulk transmission systems, distri-

butions systems, and microgrids were comprehensively covered. The trends and

possible solutions for protection schemes of future smart power systems were

discussed. The use of the communication-assisted protection schemes and adap-

tive protection systems was suggested, the performance of which are closely

driven and dependent on reliable real-time communication facilities. Neverthe-

less, future research is still needed to address the protection challenges in the

face of massive RES penetrations as well as cyberattacks, and to develop

new adaptive techniques, transformative mindsets, and advanced technologies

for secure, affordable, and dependable protection systems in the electricity grids

of the future.
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12.1 Introduction

Today’s power systems are challenged by the transition from conventional

towards renewable energy generation [1]. In addition, since the liberalization

of energy markets, increasing amounts of energy are traded and shifted. Thus,

in future, not only power systems’ loads, but also feed-in, will be extremely vol-

atile. Moreover, decentralized generation leads to bidirectionality of power

flows. In combination, these developments cause the power system to be oper-

ated close to its limits. Established (N-1) criteria cannot be fulfilled at all
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times anymore. Meanwhile, new concepts and devices, such as demand side

management and charging management of electric vehicles, are introduced.

Altogether, these developments require intense monitoring and control of

the power system on all levels in order to maintain grid stability. In turn, mon-

itoring and control rely on adequate Information and Communication Technol-

ogy (ICT) infrastructures, fulfilling latency, reliability, and availability

requirements; all of this at the lowest costs possible [2, 3]. Consequently, this

chapter is dedicated to analyzing Smart Grid communications requirements and

deriving corresponding solution approaches. Fig. 12.1 provides an overview of

the different power levels, corresponding applications, and ICT infrastructures.

It is complemented by an illustration of the most significant communication

demands.

The remainder of this chapter is structured as follows. First, a more in-depth

introduction to the different requirements towards communications in future

energy systems is provided, including a matching with the promises of future

5G mobile network infrastructures (Section 12.2). Next, to address the men-

tioned challenges, solution approaches based on 5G are presented and discussed

(Section 12.3). This analysis is supplemented by various case studies, giving

examples of possible technical realizations of such concepts (Section 12.4).

Finally, a summary, a conclusion, and an outlook on further research issues

are provided in Section 12.5.

FIG. 12.1 Overview of power system and corresponding ICT levels, highlighting major research

challenges, where the width of the triangle indicates the significance of respective requirements.
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12.2 Smart Grid Communications Requirements

In general, Smart Grid communication requirements vary among the different

voltage levels of power systems. Hence, requirements can be classified into

those of the distribution power grid on the one hand and those of the transmis-

sion power grid on the other.

12.2.1 Requirements in the Context of 5G Mobile Networks

Currently, there are ongoing developments aiming to evolve existing Long Term

Evolution (LTE) technology towards a new standard of 5th generation mobile

networks. Examples of these efforts are given in terms of whitepapers [4–6]
and standardization [7–9]. 5G aims to improve the performance of mobile net-

works with regard to nearly all relevant criteria, for example, data rate, mobility,

and spectral efficiency. An overview of these enhancements is given in Fig. 12.2.

At the same time, 5G also involvesmajor changes to the underlying core network/

transport infrastructure. In contrast to previous standards, 5G embraces all kinds

of applications, including, but not being limited to, M2M (Machine-to-Machine)

communications. Hence, it can be considered a major enabler for future Smart

Grid communications. The main goals of 5G and corresponding use cases are

illustrated in Fig. 12.3. Respecting the different requirements of smart distribution

and transmission grid, these applications are added to the overview in Figs. 12.2

and 12.3. On the basis of this matching, 5G-driven solution approaches can be

derived, which will be detailed in the following section.

Traffic capacity (Mbps/m2)

Max. data rate (Gbps)

User exp. data rate (Mbps)

Spectral efficiency

Mobility (km/h)

Latency (ms)

Connection density (devices/km2)

Energy efficiency

Smart Grid

eMBB
uRLLC

mMTC

Low relevance High relevance

FIG. 12.2 Requirements of intelligent energy systems in the context of 5G infrastructures.

((Deduced from ITU-R International Telecommunication Union, IMT Vision—Framework and

overall objectives of the future development of IMT for 2020 and beyond, 2015. https://www.itu.

int/dms_pubrec/itu-r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf.))
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12.2.2 Distribution Power Grid Requirements

An increased level of volatile renewable distributed energy resources, such as

photovoltaic and shiftable loads (e.g., electric vehicles) creates the need for con-

tinuous monitoring and active power coordination to ensure the short- and

long-term stability of future distribution grids. These Smart Grid functionalities

present lots of new challenges, but at the same time facilitate opportunities for

Smart Market ancillary services.

A progressive smart meter rollout and an increased installation of intelligent

substations provide means for distribution grid-wide monitoring, as well as

energy flow control management [10]. All of these applications are character-

ized by a very high device density with limited transmission requests and data

volumes per device, resulting in a high comprehensive capacity requirement for

all devices covered by a communication network cell. The requirement profile

for latency and data rate is strongly dependent on the underlying applications

and varies from seconds to minutes for latency and from bps to kbps for data

rates [11]. In contrast, the ITU-R has defined an intended density of

1,000,000 devices per square kilometer [12]—probably the most challenging

demand for future applications in the distribution network. An associated essen-

tial requirement is the challenging spatial availability even in difficult commu-

nication environments (e.g., smart meters in basements).

In the case of mobile radio-based technologies, it is desired to establish a

connection directly to metering locations without any structural measures.

However, in the context of achieving basement coverage, building characteris-

tics need to be considered. The building attenuation is frequency-dependent and

varies greatly due to different designs and materials. Within the ITU-R, a model

for the prediction of building entry loss (BEL) is defined based on data from

extensive measurement campaigns carried out for different frequency ranges

and building variants [13]. This model is valid for frequency ranges from

80MHz to 10GHz and recommended for comparative studies [14]. However,

this model does not take specific locations of smart meters into account. For

this reason, results of measurement campaigns [15] carried out at specific loca-

tions of smart meters and extensive simulations [16] propose BEL values with

specific reference to metering applications.

Consequently, this chapter illustrates technology solutions to meet these

requirements with focus on future 5G IoT (Internet of Things) technologies.

12.2.3 Transmission Power Grid Requirements

On the transmission grid level, power is transmitted over long distances, up to

several hundreds of kilometers. From an operational point-of-view, the main

challenges arise from maintaining grid stability in terms of voltage and fre-

quency levels. As the transition towards renewable energy resources involves
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increasingly fluctuating feed-in, grids need to be operated close to their limits,

complicating the realization of this goal. Hence, protection and control mea-

sures need to be applied more frequently. In addition, tight monitoring of the

system is required to obtain a full view of the grid’s current status. Failures

in receiving corresponding messages or delayed transmission may have severe

consequences, such as cascading outages or even complete blackouts. Subse-

quently, communication demands on the transmission grid level are focused

on high reliability and real-time capability, with latency requirements as chal-

lenging as 5ms for local protection [17]. An important basis for transmission

grid communications is provided by the standard IEC 61850. Its high relevance

is associated with its broad applicability and comprehensiveness.

12.2.3.1 IEC 61850 for Power System Communications

IEC 61850 was originally specified by the International Electrotechnical Com-

mittee (IEC) for substation automation purposes (in 1995) [18]. Since then it has

been extended significantly to cover diverse use cases of the Smart Grid

[19–21]. The main contribution of IEC 61850 lies in its comprehensive data

model, which allows for a holistic description of energy system functionalities

and devices. In addition, it includes abstract specifications of communication

protocols, as well as proposals for their implementation. The following section

details this important aspect of communication services.

Communication Services

IEC 61850 comprises several communication services, designed for different

use cases. In the following, it is further elaborated on the most relevant of these.

The sampled value (SV) service utilizes lightweight messages for transmit-

ting measurement data [22]. It applies directly to layer 2 of the ISO/OSI refer-

ence stack (Ethernet), avoiding additional, unnecessary packet overhead. It was

originally considered for intra-substation communication only. However, sub-

sequent extensions enabled its use on wide-area networks, employing the term

routable SV [20]. SVmessages are transmitted regularly, in intervals as small as

74μs (256 samples per power cycle).

Generic object oriented substation events (GOOSE) describe lightweight

packets, applied for transmitting status information and switching commands.

Their structure is similar to SV, yet message transmission is only partly peri-

odic. GOOSE make use of a heartbeat mechanism (typical interval: 1 s), which

provides regular updates on devices’ states. Yet, it also includes event-driven

communication. In this case, a message is issued in response to a random event

and repeated eight times in increasing intervals until the heartbeat frequency is

retained. In this way, transmission reliability is ensured, protocol-wise.

Manufacturing message specification (MMS) offers a client/server-based

communication service, using the standard TCP/IP protocol stack. It is
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employed for multiple purposes, such as configuration, status updates, and mea-

surement reports. Message types include requests, responses, and reports.

Besides these main services, SNTP is included by IEC 61850 for synchro-

nization purposes.

Latency Requirements

Additionally, IEC 61850 includes information on the latency requirements of

different Smart Grid applications [17]. This is summarized in Fig. 12.4 and

grouped according to different levels of the communication infrastructure. It

can be obtained that local protection functions involve the most challenging

latency demands, whereas longer transmission times are tolerated for wide-area

applications. In contrast to end consumer services—for example, for voice com-

munication—delay requirements are not only higher, but also stricter. This can

be attributed to the fact that every single latency violation may endanger grid

stability, no matter how improbable the event. In the case of end consumer

applications, exceeding defined delay bounds is deemed acceptable for some

rare events.

12.3 5G Based Solution Approaches for Smart Grids

This section picks up some important technological developments in the context

of 5G, which may provide relevant benefits for Smart Grid communications.

SCADA data poll

substation control

Fast substation control

Slow

SV = Sampled values GOOSE = Generic object oriented substation event MMS = Manufacturing message specification

FIG. 12.4 Latency requirements of typical Smart Grid functions based on IEC 61850 [17].

ICT Requirements and Recent Developments Chapter 12 349



12.3.1 IoT-Technologies for Enhanced Coverage in
Distribution Grids

In order to cope with all arising challenges and capabilities of distribution grids,

the implementation of holistic Information and Communication Technologies

(ICT) is an essential requirement for monitoring and control in the distribution

grid domain [23]. Underlying heterogeneous ICT infrastructures offer a great

diversity of possible technology and networking options, as well as many

approaches for planning and operation of Smart Grids. Currently two major

groups of technologies, providing functionalities to solve defined 5G mMTC

(massive Machine Type Communication) requirements, are discussed [24].

On the one hand, low power wide area networks (LPWAN) in unlicensed fre-

quency bands enable simple, cost-effective network operation independent of

licensed operators. On the other hand, cellular IoT technologies, standardized

by 3GPP in licensed frequency bands, can provide QoS (quiality of service)

guarantees and do not require any expertise from the user’s point of view. In

the following, a brief overview is given on current mobile radio technologies,

for both unlicensed as well as licensed communication technologies, which con-

tribute to the fulfillment of 5G requirements for mMTC.

12.3.1.1 IoT-Technologies in Unlicensed Frequencies Bands

The development of 5G mobile networks in licensed frequency bands is

intended to provide connection density of 1,000,000 devices per square kilome-

ter [12] in the area of massive Machine Type Communication (mMTC). How-

ever, it faces a growing number of technologies in unlicensed frequency bands.

Such technologies are limited by decentralized congestion control mechanisms

in order to cope with the challenge of an unpredictable cochannel interference.

In the following, relevant IoT technologies grouped under the term Low Power

Wide Area Networks are briefly discussed. LoRaWAN [25] is a specification of

the Low Power WAN (LPWAN) network protocol family defined by the LoRa

Alliance. The specification is freely available and based on the LoRa modula-

tion specified by Semtech. LoRaWAN is mainly operated in the short-range

device (SRD) band, available in Europe at around 868MHz and at around

915MHz in the US. Depending on the environment, long ranges of up to

11km and good basement penetration can be achieved. Typical system data

rates vary, depending on the system parameters, from 0.25 to 11 kbit/s, without

consideration of cochannel interference, resulting in a transmission delay of

more than one 1s [26, 27]. Taking into account the regulatory duty cycle lim-

itation of 1% (LoRaWAN uplink), the peak data rates are reduced to a signif-

icantly low average throughput of 1.5 to 97 bit/s, due to multiple inactivity time

frames (time off) in relation to the transmission time per packet (time on air)

[28]. For data transmissions with large data volumes (e.g., firmware upgrade/

update), this might involve an intolerable overall delay. Nevertheless, LoRa-

WAN is attractive for distribution grid applications, due to a very high
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communication range of multiple kilometers, enabling high coverage even with

a small number of cells. With a limited but still suitable scalability of multiple

thousands of devices per network cell [29], LoRaWAN provides high potential,

especially for non-time-critical sensor applications.

The IEEE 802.11ah standard [30] proposes a WLAN version specially

designed for IoT requirements. The lower operating frequency in the

868MHz SRD band supports significantly better propagation characteristics

compared to the 2.4 and 5GHz ISM band, while maintaining sufficiently higher

typical system data rates. However, due to the implementation in the unli-

censed, globally shared SRD band, the interference situation cannot be con-

trolled. Studies have shown that a transmission delay of up to 1.5s is to be

expected in high load situations (>2000 participants) [31]. IEEE802.11ah takes

advantage of the more sophisticated channel access approach CSMA/CA,

which leads to a higher number of users being able to achieve a good data rate

and low latency. However, IEEE 802.11ah only achieves ranges of less than one

1km and is therefore applicable for campus networks in particular.

12.3.1.2 IoT-Technologies in Licensed Frequencies Bands

On the way to future 5G mobile radio networks, the licensed LTE extensions

(Rel. 13) enhanced Machine-Type Communications (eMTC), and

Narrowband-IoT (NB-IoT) offer possible solutions to cover distribution grid

specific IoT requirements. A major advantage of these cellular IoT technology

solutions is the fast and straightforward expandability of existing LTE infra-

structures, so that area-wide availability can be implemented with little effort.

For both technologies, a significant increase in robustness can be achieved,

based on the optimized spectral power density enabled by redundant data packet

transmissions. A gain of up to 23dB (for an NB-IoT Maximum Coupling Loss

(MCL) of 164dB, see Fig. 12.5) results in a significantly increased range or an

improved potential for penetration of difficult communication environments

(e.g., smart meter with basement location), compared to typical LTE infrastruc-

tures for the end consumer market (MCL: 140, 7dB).

In addition, the LTE extensions NB-IoT and eMTC introduce new energy

saving mechanisms. After data transmission, LTE terminals switch to DRX

(discontinuous reception) mode, only listening to the downlink channel for

paging messages at short, defined intervals. With eDRX (extended discontinu-

ous reception), NB-IoT and eMTC enable significantly longer time intervals

between paging scans, so that the end devices can remain in standby mode

for an extended period of time. After the eDRX timer expires, devices can

switch to power saving mode by disabling the LTE modem and associated

peripherals, further reducing power consumption without losing network regis-

tration. It can be shown that the battery lifetime for eMTC and NB-IoT devices

is increased significantly and reaches up to 10 and more years, depending on its

activity levels [32].
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Smart meter

  2,5 km basement 
penetration range*

0,9 km basement 
penetration range*

LTE eMTC NB-IoT 4,2 km basement 
penetration range*

Maximum coupling loss (MCL): 140,7 dB (LTE typ.)
MCL: 155,7 dB (eMTC design objective)

MCL: 164 dB (NB-IoT design objective)

(*) Based on 800 MHz Okumura Hata channel models for urban environments + 15 db additional building entry loss 

FIG. 12.5 Improved range and building penetration of LTE extensions eMTC and NB-IoT (LTE Rel. 13).
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The development of the mobile radio standards NB-IoT and eMTC, devel-

oped for the IoT, will be continued in future issues of 3GPP Releases. In addi-

tion to improvements in data rate for the uplink and downlink, a multicast option

will be specified that allows data to be transmitted simultaneously to multiple

devices, further increasing spectral efficiency. Concluding, dependent on the

application-driven requirements, NB-IoT and eMTC are suitable technology

solutions for the distribution grid with limited performance demands [11, 32].

12.3.2 Software-Defined Networking for Enabling Hard Service
Guarantees

Software-Defined Networking (SDN) is considered one of the major enablers of

future 5G core infrastructures [33, 34], providing the basis for network slicing

[35]. Its flexibility in network configuration is regarded as a major benefit for

future energy systems as well.

12.3.2.1 Main Concepts of Software-Defined Networking

SDN was first proposed at Stanford University in 2008 [36]. It is based on the

idea of separating data and control plane functionalities. By concentrating net-

work intelligence at a central controller instance, a global network view is

obtained. Moreover, the controller is designed as a programmable unit, enabling

flexibility and dynamic adaption of network configurations. As shown in

Fig. 12.6, SDN provides several interfaces for interconnecting the different

Smart grid monitoring, protection and control applications

Substation automation Multi agent system

Control plane

Data plane

SDN controller

P
o

w
er

 s
ys

te
m

s

Supervisory control
and data acquisition

FIG. 12.6 Three-layered SDN architecture, extended for serving specific requirements of Smart

Grid communications [51].
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planes of the architecture. The southbound interface is utilized by the controller

to manage and configure the switches on the data plane. Hence, switches are

reduced to their forwarding functionality, whereas higher functionalities are

relayed to the controller. The most prominent protocol for this interface is

OpenFlow (OF) [37]. In the opposite direction—between control and applica-

tion plane—the northbound interface is situated. This interface is particularly

relevant for integrating the concept of SDN with Smart Grid communications,

as it allows applications to inform the controller of their specific requirements,

such as required data rate, latency, or priority. Consequently, network config-

urations can be adapted according to this information. Meanwhile, applications

do not require any knowledge of the underlying communication infrastructure.

The use of redundant SDN controllers and their coordination is handled via the

eastbound interface, whereas the westbound interface enables interaction with

legacy networks.

12.3.2.2 Application of Software-Defined Networking for Smart
Grid Communications

The flexibility and programmability introduced by the SDN approach can be

leveraged to establish hard service guarantees for transmission system commu-

nications. In this way, QoS levels comparable to multiprotocol label switching

(MPLS) based systems can be achieved, while administration overhead is

reduced [38].

In particular, SDN can be applied to enable automated substation configu-

ration and management. In [39] such an approach was proposed and verified,

using an actual intelligent electronic device.

Network utilization and latenciesmaybe improved by configuringOpenFlow-

based rules at switches in order to adapt the frequency of transmissions, for

example, from phasor measurement units [40]. Similarly, load balancing and rate

limiting for QoS provisions in substation networks were analyzed in [41].

Fast recovery methods can be established, enabling the handling of network

failures within a few milliseconds [42–45]. Meanwhile, optimal routes through

the network can be maintained almost continuously [42]. Thus, hazardous

impacts on associated power systems can be avoided. To further enhance the

reliability of active distribution substation networks, wireless communication

links may be utilized as back-up paths by SDN-enabled recovery mechanisms

[46]. As multicast is of utter importance for distributing measurement data to

multiple sources within the power grid, concepts for reliable multicast were pro-

posed in [47]. In addition, the authors’ approach allows for handling simulta-

neous failures on multiple links.

Queuing and prioritization mechanisms can be applied to ensure data trans-

mission with guaranteed data rates and latency. Such guarantees are of foremost

concern for time-critical services like IEC 61850 GOOSE. Exploiting the inter-

connection between SDN controller and Smart Grid applications via the
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northbound interface, corresponding network configurations can be adapted

dynamically. This may be extremely relevant to react to changing communica-

tion requirements of applications, for example, under overload situations in the

power system [48]. In such cases, the SDN controller—triggered via the north-

bound interface—may temporarily reallocate resources to match altered com-

munication demands.

With regard to fulfilling latency requirements, close monitoring of the com-

munication system is of utmost importance. For this purpose, the global net-

work view of the SDN controller is regarded as a major enabler. This

reactive supervision can even be surpassed by integrating analytical modeling

techniques such as network calculus (NC) [49, 50] into the controller. By apply-

ing such concepts for online delay supervision, potential latency violations can

be identified ahead of time and dealt with accordingly [51].

Furthermore, SDN is regarded as an important enabler for enhancing the

security of Smart Grid communications. This includes the integration of

network-based intrusion detection into next generation Supervisory Control

and Data Acquisition (SCADA) systems, gathering and evaluating statistics

via the SDN controller [52, 53]. In addition, controller-based communication

network verification is proposed in [53] in order to achieve self-healing network

management in microgrid infrastructures. The authors of [54] aim at mitigating

link insecurities with the help of SDN-driven, double constrained QoS-aware

routing. For this purpose, link vulnerabilities, for example, potential man-in-

the-middle-attacks, are considered as a further constraint of the routing prob-

lem. Thus, QoS guarantees for Smart Grid communications can be ensured,

while the risk of cyber-attacks is minimized.

12.3.3 Network Slicing for Isolated Network Resources
on Shared Infrastructures

Building upon SDN and network function virtualization [55–57], the concept of
network slicing introduces full network virtualization, in the sense of isolated

resources, which can be allocated dynamically. Network slicing is considered a

fundamental part of 5G architectures, both in core and access networks [4, 5].

Using this concept, application-specific end-to-end service guarantees can be

obtained over common, shared infrastructures.

12.3.3.1 Main Concepts of Network Slicing

Besides SDN, which is introduced in the previous section, NFV is regarded as a

major basis of network slicing [33–35, 55–57]. Virtualizing network functions

provides an alternative to the utilization of dedicated networking hardware. In

traditional infrastructures, where specific hardware is deployed, the introduc-

tion of new functions is a lengthy and complicated process. In contrast, virtua-

lization allows for dynamic deployment and replacement of network services.
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Due to the separation of virtual network functions from the underlying physical

devices, they can be run flexibly and cost efficiently on standard server

hardware.

Network slicing proposes the arrangement of the infrastructure into virtual

networks, so-called slices, each tailored to the requirements of a specific appli-

cation. For this purpose, network resources are allocated dynamically, includ-

ing, for example, link transmission capacities, queues, ports, or radio spectrum.

Such slices can be rented by third parties and used in the same manner as phys-

ical networks. The network operator ensures that there is no interference

between different slices, enabling hard service guarantees for each slice. Thus,

critical infrastructure communications can be transmitted over the same phys-

ical network as end consumer traffic, even in situations of high load, without the

risk of violating service requirements.

Creation and administration of network slices is performed using a central-

ized architecture, referred to as management and orchestration (MANO). The

so-called MANO controller enables the network operator to dynamically con-

figure slices and assign resources. In addition, for each slice, VNFs can be

deployed automatically and combined in complex topologies. This process is

described as network service chaining.

Fig. 12.7 illustrates the main ideas of network slicing on three different

example applications.

A popular implementation of an SDN-based Network Slicing approach is

called FlowVisor [58]; it acts as proxy between OF-enabled switches and
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FIG. 12.7 Mapping between application-specific, virtual network slices and underlying physical

infrastructure [60, 61].
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multiple SDN controllers. Several studies base their work on this concept and

provide extensions, such as general QoS schemes using flow redirection [59].

However, the original FlowVisor approach does not include resource alloca-

tions and service provisions, but is rather focused on providing transparent net-

work access.

12.3.3.2 Application of Network Slicing for Smart Grid
Communications

Network Slicing can be regarded as key enabler for utilizing public communi-

cation infrastructures to transmit critical Smart Grid traffic. In this way, hard

service provisions are upheld even in the presence of interfering end consumer

broadband traffic during peak hours [60, 61]. Such service guarantees may refer

to minimum data rates as well as maximum latencies or packet loss. Shared use

of infrastructures allows for significant cost savings as the set-up and operation

of multiple, individual systems is avoided [62]. At the same time, the power grid

operator maintains full control over its respective slice and can configure it

internally according to its specific needs. For example, an own SDN controller

could be deployed for this purpose. Thus, critical switching commands, that is,

IEC 61850 GOOSEmessages, may be given higher priority—slice-internally—

compared to grid configuration messages. In [63], SDN is applied to create and

adapt virtual network slices, meeting Smart Grid communication requirements

in a secure, dynamic, and cost-efficient manner. The feasibility of the concept is

tested using SDN-enabled Ethernet switches. In comparison to a standard solu-

tion using IEEE 802.1Q, significant advantages of the SDN-enabled approach

are highlighted, in particular with regard to flexibility. In addition, FlowVisor-

based Network Slicing can be deployed to ensure confidentiality, authentica-

tion, and authorization of Smart Grid communications [64].

12.3.4 Edge Computing for Real-Time Capability

Edge computing is considered a central architectural feature of 5G infrastruc-

tures [4, 5]. It describes decentralized processing of information at the edge of

the network, which is intended to reduce communication load and latencies. In

this way, edge computing perfectly fits real-time requirements of Smart Grid

applications.

12.3.4.1 Main Concepts of Edge Computing

Edge computing can be seen as contrary to cloud computing, which transfers

all data processing to high performance servers in the cloud [65]. It is focused

on the idea of hosting as many services as possible at the network edge

in order to avoid data transmissions deep into the core network. Thus, latencies

can be minimized, as shorter transmission distances incur lower propa-

gation delays. In addition, the number of traversed nodes is reduced, further
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decreasing delays. Moreover, edge computing is of major interest from a net-

work operation point-of-view. Reduced communications over long distances

and into the core network lead to decreasing overall load. Meanwhile, edge

computing avoids the use of dedicated hardware at the location of data gener-

ation by running virtualized functions on standard server hardware at the edge

of the network.

The concept of edge computing is often utilized in the context of content

distribution and caching, for example, for orchestrating webpage platforms [66].

12.3.4.2 Application of Edge Computing for Smart Grid
Communications

In the context of Smart Grids, edge computing is of particular interest for time

critical applications of the transmission power grid. For example, the proces-

sing of measurement data close to its source enables ultra-low latencies when

merging protection functions at edge cloud servers [67]. The approach also fits

quite well with decentralized control approaches, using, for example, distrib-

uted multiagent systems (MAS). In [68], edge computing is proposed for data

processing in intelligent substations, as well as for online monitoring of trans-

mission line status. Edge servers can be utilized for applying deep learning

algorithms to monitoring data, enabling advanced real-time control of Smart

Grids [69]. This approach was validated with the help of real-world experi-

ments and simulations, indicating reduced delays in detecting threats. A

latency-aware scheduling and resource provisioning algorithm enables

time-critical Smart Grid control tasks to be executed within their given latency

requirements, while sharing the same edge computing platform with other

applications [70]. Using a hierarchical cloud-fog model, cloud and edge cloud

computing resources can be provided to different services for resource man-

agement in Smart Grid [71].

12.4 Case Studies

In the following section of this chapter, case studies are presented, providing a

more detailed view on specific aspects of Smart Grid communications.

12.4.1 Software-Defined Networking for Smart Grid
Communications

As pointed out previously, SDN can be applied to achieve reliability in the sense

of fast recovery from link failures. In addition, it can be utilized to provide an

interface to Smart Grid applications, allowing them to specify their communi-

cation requirements. These requirements can be mapped to corresponding net-

work configurations by the SDN controller, enabling hard service guarantees

based on prioritization and queuing. The global view of the SDN controller fur-

ther facilitates the integration of analytical techniques, such as NC for
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supervising delay bound compliance. This case study is divided according to the

three topics listed above: fast failure recovery, dynamic network configuration,

and NC-based delay supervision.

12.4.1.1 Fast Recovery From Link Failures

Resilience against failures of the underlying communication infrastructure is of

major importance for future Smart Grids, in particular considering time-critical

applications of the transmission power grid. SDN allows for straightforward

integration and control of decentralized link failure detection mechanisms such

as bidirectional forwarding detection (BFD) [45]. BFD establishes periodic

message exchange between neighboring switches, applying a defined time-

interval to identify failed links [72]. A predetermined back-up path is stored

at the switches, relying on OpenFlow Fast Failover Groups [37]. Thus, nearly

instantaneous recovery (<5ms) to an arbitrary back-up path is achieved. SDN-

enabled recovery shows significantly better performance than standard

approaches, as illustrated in Fig. 12.8. The figure depicts end-to-end recovery

delays for different fast failover approaches. Recovery delays are found to be in

the same range as those of combining MPLS with BFD. In order to restore opti-

mal network configuration as fast as possible, the SDN controller ought to be

notified of the failure as well. Thereby, traffic can be redirected to new optimal

paths, considering the current network state, which allows upholding service

guarantees even in the face of network failures [42]. Besides reduced adminis-

tration efforts, such concepts are regarded a major benefit of SDN-based com-

pared to MPLS-enabled fast recovery [38].
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12.4.1.2 Dynamic Network Configuration

The implementation of the SDN northbound interface enables Smart Grid appli-

cations to inform the SDN controller of their specific communication require-

ments. This approach has been evaluated in [48, 51], using an experimental set-

up, which includes a total of nine SDN-enabled virtualized and hardware

switches. These were utilized to create several evaluation scenarios based on

common reference energy systems (Nordic 32 reference system [78]).

Fig. 12.9 shows the example of a multiagent system for distributed power grid

control, interacting with the controller. The figure is structured in two parts. The

lower part displays end-to-end latencies of MAS messages, whereas the upper

part indicates corresponding data rate requirements. On the x-axis, different col-

umns indicate different situations and configurations of the communication net-

work. As a first step, the data rate requirement and corresponding latencies of

MAS traffic are determined on an empty network, visualized by the leftmost

column in Fig. 12.9. Confronted with overlapping IEC 61850 traffic—under

full load conditions—MAS traffic would be delayed heavily (second column).

Such situations can be avoided if the MAS communicates its data rate and

latency requirements to the controller beforehand; thus, the controller is able

to allocate sufficient resources by assigning the traffic to a matching queue

(third column). Here, queue capacity and link utilization by IEC 61850 traffic

is added to the upper part of Fig. 12.9. Moreover, the northbound interface

allows dynamic adaptation of network configurations according to changing

requirements, for example, in emergency situations. Such reconfiguration is
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FIG. 12.9 Successive steps of handling multiagent system traffic in response to changing network

conditions, employing northbound interface requests for dynamic priority/queue assignment [48, 51].
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displayed by the transition between the forth and the last column in Fig. 12.9. By

switching traffic to higher priority queues, potential latency violations, caused

by overlapping cross traffic flows, can be resolved.

12.4.1.3 Network Calculus Enabled Delay Supervision

Real-time capability can be ensured by supervising traffic flows and identifying

potential latency violations ahead of time. For this purpose, the analytical

modeling concept of NC can be applied and integrated into the SDN controller

[51]. In its deterministic version, NC perfectly matches the needs of Smart Grid

communications, as it can be applied to arbitrary types of traffic (i.e., arrival

distributions) and follows a worst-case approach [79]. To this end, NC provides

upper bounds on network performance. In contrast, stochastic models are inap-

plicable for critical infrastructures, as latency violations—even with extremely

low probability of occurrence—may incur fatal consequences, for example,

cascading outages or blackouts. NC-enabled delay supervision acts on any kind

of network reconfiguration, such as the introduction of new traffic flows, failure

recovery, or in response to northbound interface requests. Delay bounds of traf-

fic flows, affected by these reconfigurations, are recalculated and compared to

their respective latency requirements. In the case of a potential violation being

identified, further reconfiguration is triggered to resolve the issue—measures

include rerouting, queue adaptation, or even dropping of low priority flows if

network resources are insufficient. The principles of this concept are shown

in Fig. 12.10. The illustration also includes applying NC for delay-aware rout-

ing. It is completed by an overview of the corresponding experimental set-up,

used for validation.

Network calculus
delay supervision

New flow Affected flows

(In case of
latency violation)

FIG. 12.10 Concept for Network Calculus integration into the SDN controller [51].
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Computation times of the corresponding algorithms can be described as

a major criterion for the online deployment of NC in a real-time system. Sub-

sequently, Fig. 12.11 depicts computation times of NC-enabled routing and

delay supervision. The two columns (x-axis) indicate different computation

objects, which map to the respective applications of NC logic in the SDN con-

troller. Further, a proposed standard algorithm and an optimized concept are

distinguished (y-axis). For each sector of the plot, computation times are deter-

mined for different combinations of network size (x-axis) and number of flows

(set of curves). In this way, limitations of the proposed NC integration can be

derived. Vice versa, it becomes possible to derive network partitions, which can

be managed by a single controller, integrating the described NC-enabled delay

supervision.

12.4.2 Network Slicing for Reliable, Cost-Efficient Shared
Infrastructures

In the context of smart grid communications, the approach of Network Slicing

can be regarded as a major enabler for hard service guarantees over cost-

efficient, shared infrastructures. Hence, this case study is divided into analyzing

a possible technical implementation of Network Slicing on the one hand and

associated economic benefits on the other hand.
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12.4.2.1 Technical Realization of Network Slicing

Network Slicing is typically based upon the concepts of SDN and NFV. For this

particular realization of slicing, SDN is utilized to configure queues at the

switches of the network. Such queues can be dimensioned and adapted accord-

ing to application requirements, providing resource isolation of individual

slices. Considering virtualized SDN switches based on Open vSwitch, the hier-

archical token bucket is applied as a queuing strategy.

The central component of the proposed slicing architecture is theMANO con-

troller. It creates one main bridge per switch, which includes all physical ports of

the device. This bridge acts as a link between the virtualized network and the

underlying physical hardware. For this purpose, slice specific bridges are con-

nected to the main bridge. These slice bridges are handled by theMANO control-

ler as well. It is able to set up, dynamically reconfigure, and delete the bridges.

Traffic newly entering the network is forwarded to theMANOcontroller for iden-

tification. It then assigns the traffic to the corresponding slice bridge based on

packet header information. For actual traffic routing, slice internal prioritization

and other functionalities, the packet is further forwarded to the appropriate slice

controller. This controller establishes slice-specific end-to-end routes, which are

mapped to corresponding queues and ports of the main bridge.

This general concept has been evaluated using an experimental testing envi-

ronment in [60], consisting of three SDN-enabled, virtualized switches, six traf-

fic generating servers, and four SDN controllers. Thus, it can be shown that the

data rate, available to best effort traffic, is reduced to match the requirements of

incoming high priority Smart Grid communications.

12.4.2.2 Economic Impact of Network Slicing

The techno-economic analysis performed in [62] highlights that shared commu-

nication infrastructures on basis of Network Slicing are highly profitable for all

involved parties, that is, telecommunication network operators (telcos) and

power grid operators (utilities).

Fig. 12.12 shows the total cost of ownership of different options for realizing

Smart Grid communication infrastructures from the utility’s point of view. It can

be observed that expenses for dedicated utility networks (first column) are signif-

icantly higher compared to shared solutions based on public infrastructures (sec-

ond and third columns). Outsourcing distribution power grid traffic to the telco’s

network (second column) helps to achieve cost savings of about one billion euros

for the given scenario. The scenario covers the whole area of New England, pro-

viding an extension of the well-known New England Test System (NETS)/IEEE

39 bus system [80]. Transferring transmission power grid traffic to the public

infrastructure aswell, enables comparable results (third column). In all cases, traf-

fic isolation on basis ofNetwork Slicing is considered a fundamental precondition

for maintaining the required hard service guarantees of critical Smart Grid

communications.
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12.5 Conclusion

Within this chapter, major challenges of communications in future Smart Grids

were identified and associated to the different levels of the power grid. This

involves, in particular, the requirements of availability, real-time capability,

reliability, security, and cost-efficiency. Subsequently, these demands were

matched with the opportunities offered by 5G communication infrastructures.

SDN, considered in 5G specifications to create a more flexible core network,

enables dynamic network configuration according to the requirements of Smart

Grid applications. This includes queue/priority adaption as well as fast recovery

to new optimal network path after failures. In addition, the central view of the

SDN controller allows for advanced network monitoring and the prediction of

bottlenecks or threats, in particular with regard to real-time capability and cyber

security.

End-to-end network slicing as a fundamental feature of 5G infrastructures is

esteemed for providing hard service guarantees to critical Smart Grid services,

based on strict resource isolation. Moreover, it allows the shared use of common

physical infrastructures, offering considerable economic benefits for the imple-

mentation of diverse power system applications.

Handling of time-critical Smart Grid functions may be improved using edge

computing, which moves processing to servers at the edge of the network. Thus,

communication latencies for transmission into the core of the infrastructure can

be avoided.
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Further promising advances of Smart Grid ICT infrastructures may involve

the integration of artificial intelligence, applying machine learning to predict

critical situations within the communication and the energy system. In this

way, the risk of outages and complete blackouts in the power grid can be further

reduced.
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13.1 Introduction

Smart grid (SG) technology is regarded as the next generation of the power grid,

which makes use of the two-way flows of electricity, as well as information,
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in order to build a broadly distributed automated energy delivery network. The

Smart grid is a critical infrastructure that plays a critical role in the daily lives of

people. Both the Smart Grid and its data must be protected from cyberattacks at

all times [1, 2]. In SG, four components are present, namely sensing, control,

communication, and actuation systems. The most important component of

SG is the smart meter (SM), which consists of sensing and communication mod-

ules. In addition, there are service systems from the service providers (SPs),

which consist of several modules for control, communication, and actuation.

SMs are broadly used in homes for monitoring energy consumption in real time.

Moreover, power pricing information to consumers is also provided by the SMs

[3–6]. A detailed survey on SG including its applications can be found in [7–14].
In the following subsections, we now discuss the smart grid framework

developed by the National Institute of Standards and Technology (NIST) and

its taxonomy, based on domains and targeted research areas.

13.1.1 Taxonomy of Smart Grid Domains Based on NIST’s
Framework

Fig. 13.1 shows the smart grid framework proposed by NIST, which includes

seven domains, namely: (1) customers, (2) markets, (3) service providers,

(4) operations, (5) bulk generation, (6) transmission, and (7) distribution

[15]. The taxonomy of this framework is shown in Fig. 13.2, and the domains

and actors in the SG are presented in Table 13.1 [15, 16].

FIG. 13.1 NIST smart grid framework. ((Based on G. Locke, and P. D. Gallagher. NIST Frame-
work and Roadmap for Smart Grid Interoperability Standards, Release 1.0, 2010. Avialble at: http://

www.nist.gov/sites/default/files/documents/public affairs/releases/smartgrid interoperability final.

pdf. Accessed January 2018, 2010.))
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FIG. 13.2 Taxonomy of smart grid domains based on the NIST framework for the smart grid.

(Adapted from M. H. Cintuglu, O. A. Mohammed, K. Akkaya, A. S. Uluagac. A survey on smart grid
cyber-physical system testbeds. IEEE Commun. Surv. Tutor. 19(1) (2017) 446–464.)

TABLE 13.1 Domains and Actors in the SG Framework [15, 16]

Domain Actors in the Domain

Customers The actors are the end users of electricity. They can generate and
store, as well as manage the use of power. Three types of customers
are included: residential, commercial, and industrial.

Markets The actors are considered as the operators and participants in
electricity markets. The typical market domain applications include
market management, retailing, aggregation, market operations,
trading, and ancillary operations.

Service
providers

The actors are mainly the organizations that provide services to
electrical customers and utilities. The typical applications in this
domain include customer management, smart building management,
and smart device installment.

Operations The actors in this domain include the managers of the movement of
electricity. The typical applications of this domain include extensive
power system operations (e.g., monitor, control, protection, and
analysis).

Bulk
generation

The generators of electricity in bulk quantities are considered as actors
in this domain. These may store energy for later distribution. The
typical bulk generation units are considered as traditional large scale
generation units (e.g., nuclear, hydro plants, wind farms, thermal, and
large scale solar generation).

Transmission The actors in this domain are the carriers of bulk electricity over long
distances. These may store as well as generate electricity.

Distribution The actors included in this domain are the distributors of electricity to
and from customers. These may store as well as generate electricity.
The typical components of the distribution domain include metering
points, loads, and micro-grids.
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13.1.2 Taxonomy Based on Targeted Research Areas

In Fig. 13.3, we identify various targeted research areas [16].

l Demand response and consumer energy efficiency: The demand response

in deregulated electricity markets yields a method and also incentives for

business, utilities, and industrial as well as residential customers to lower

energy use at the time of peak demand or when the power reliability is

at risk. Therefore, it is essential to have a reliable operation of the electricity

system which can achieve a perfect balance between demand and supply in -

real-time [17].

l Distributed energy resources: The primary research area in this category

includes utility-independent generation units (nonbulk) and energy storage

behind the prosumer energy meter.

l Energy storage: This research area includes the conversion of electrical

energy from a power network (smart grid) into a form of energy that can

be stored and converted back to electrical energy [18].

l Wide-area situational awareness: To avoid disasters, such as the one that

occurred on August 14, 2003, in North America Eastern Interconnection,

where there was a wide-scale power loss for millions of consumers [19],

it is essential to monitor and display the components related to the power

system across the interconnection over large geographical areas in real-time.

Therefore, for a safe, reliable and economical electric power system, we

need advanced wide-area monitoring and protection, as well as control capa-

bilities with applications.

l Advanced metering infrastructure: The primary research goal in this area is

to find a way for integrating various technologies that can support an intel-

ligent interface between consumers and system operators [20].

l Electric transportation: The research in electrical transportation includes

plug-in electric vehicle battery banks, large-scale grid integration, and also

wired-wireless charging stations [21].

l Distributed grid management: The focus of this research area is on active

distribution operations, such as voltage reduction, system reliability and

power quality improvements, and outage management [22].

Demand
response

Energy storage
Wide-area
situational
awareness

Distributed energy
resources

Electric
transportation

Advanced metering
infrastructure

Network
communications

Cyber security/
data security

Targeted research areas in smart grid

Distributed grid
management

FIG. 13.3 Taxonomy based on targeted research areas. ((Adapted from M. H. Cintuglu, O. A.

Mohammed, K. Akkaya, A. S. Uluagac. A survey on smart grid cyber-physical system testbeds. IEEE
Commun. Surv. Tutor. 19(1) (2017) 446–464.))
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l Network communications: A variety of public as well as private communi-

cation networks, based on both wired and wireless communication, are

deployed in the SG environment [23]. In this environment, wireless commu-

nication is a key aspect for realizing the SG vision. The wireless technolo-

gies include IEEE 802.16-based WiMAX, IEEE 802.11-based wireless

local area network (LAN), long-term evolution (LTE), 3G/4G cellular,

IEEE 802.20-based MobileFi, and ZigBee based on IEEE 802.15 [24, 25].

l Cyber security/data security: The power system communication and infor-

mation infrastructures are heavily needed for the development of SG solu-

tions [26]. Existing cyber security solutions are not enough or efficient for

SG cyber-physical system security solutions. Therefore, we need domain

specific mechanisms and solutions to enforce cyber security [27, 28]. Some

interesting research areas on cyber security for the SG are integrity, authen-

tication, availability, confidentiality, and vulnerability assessment [29, 30].

The pervasive use of wireless communications in SG opens up several

threats where a malicious adversary can intercept, modify, delete, and inter-

rupt the transmitted messages between the communicating entities, such as

betweenSMs andSPs. SMs are typically deployed in close proximity to homes

and are protected by physical locks. Then, there will be a possibility to com-

promise the SMs physically by an adversary when he/she breaks the physical

lock. If secret credentials are stored in the compromised SMs, the adversary

can perform smart meter impersonation attacks on behalf of the compromised

SMs [31]. The energy usage data of a particular customer can be stored at

the SM, and then the behaviors and habits (e.g., activities like watching tele-

vision have detectable power consumption signatures) can be easily revealed

to the adversary [32]. Hence, the SMs are typically the most attractive targets

for the adversary because the vulnerabilities can be easily exploited [31, 33].

The rapid exponential growth in smart grid technology in recent years has

fueled data security research in this area. Research efforts include the design

of security protocols, such as key distribution, authentication, access control,

trust computing, and intrusion detection (as discussed in Section 13.2).

The rest of this chapter is organized as follows. Section 13.2 presents a taxon-

omy of various security protocols in the SG. We then discuss various security

issues in the SG in Section 13.3. We discuss various existing security solutions

proposed for SG security in Section 13.4. Next, we discuss various deploy-

ment and implementation issues related to security solutions in the SG in

Section 13.5. Finally, we conclude the chapter in Section 13.6.

13.2 Taxonomy of Security Protocols in Smart Grid

In this section, we discuss various security protocols that have been proposed

in the smart grid environment to provide data security. Fig. 13.4 presents a tax-

onomy of security protocols in the SG environment. Next, we discuss the prin-

ciples of various security mechanisms in the SG.
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13.2.1 Key Management

The key management mechanism establishes a secret key between two commu-

nicating entities in the SG environment. Two types of key management can be

used in the SG environment, namely public key-based key management and

symmetric key-based key management. In a public key-based key management

scheme, a secure public key cryptographic technique (e.g., the station-to-station

key agreement protocol of the Diffie–Hellman key exchange protocol [34])

helps to establish a session key between two participants (e.g., between two

SMs, or between SM and SP) over a public channel. The station-to-station

key agreement protocol applies the digital signatures with the public key cer-

tificates to establish a session key between two participating entities. After-

wards, the entities can encrypt or decrypt the secret messages using the

symmetric key cryptographic techniques (e.g., advanced encryption standard

(AES) [35]) for their secure communication.

In contrast, in symmetric key-based key management, prior to installing

the SMs and deploying the SPs, some secret credentials are preloaded in their

memory in the offline mode by a trusted party. After their deployment, using the

preloaded credentials they will establish a symmetric secret key for their secure

communication in the future. In symmetric key-based key management, it

is also essential to support dynamic SMs addition phase after initial deploy-

ment, because some SMs can be physically compromised by an adversary

(as explained in the threat model in Section 13.3.1) or they may fail due to

battery usage. The phases related to a symmetric key-based key management

scheme can be similar to that used in wireless sensor networks (WSNs)

[36–42]. Thus, a typical key management scheme in the SG environment should

have the following phases:

l Key predistribution phase: This phase is executed in offline mode by the

trusted party in the SG. The trusted party generates the secret credentials

(known as the keying materials) for each SM, and also for the SP in the

SG environment prior to their deployment.

l Shared key discovery phase: This phase is executed immediately after the

nodes (SMs and SPs) are deployed in the SG environment. Using the

Key
management

Security protocols for smart grid environment

Privacy
preservation

Secure transport
protocol

Trust
computing

User/device
authentication

Access/user access
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detection

FIG. 13.4 Taxonomy of security protocols in the smart grid environment.

376 Pathways to a Smarter Power System



preloaded keying materials, any two neighbor nodes, such as two neighbor

SMs (or an SM and an SP) can establish a symmetric key between them.

l Path key establishment phase: This phase is applicable if necessary. Once it
is executed, it enables secure network connectivity. Here, secure network

connectivity is defined as the probability of establishing a secret key

between two neighbor nodes. Assume that two neighbor nodes, say SMi

and SMj, fail to come up with a direct pairwise secret key between them dur-

ing the shared key discovery phase. On discovering the secure path between

SMi and SMj, a new random pairwise symmetric key is transmitted securely

along that secure path so that both SMi and SMj will now have the same

pairwise key.

Additionally, it is also necessary to deploy new nodes in the network because

some nodes (smart meters) may be physically captured by an adversary or some

smart meters may be exhausted due to a power failure (if the smart meters are

battery powered). In this case, the key management mechanism should be able

to establish secret keys between the newly deployed node and the existing

neighbor nodes in the network.

Let the secure network connectivity be denoted by Pcon. If 0<Pcon<1, we

call the key management scheme probabilistic (random); otherwise, if Pcon¼1,

we call the key management scheme deterministic. Examples of some probabi-

listic key management schemes are included in [37–42], whereas some deter-

ministic key management schemes are included in [36, 43–46].

13.2.2 User Authentication/Device Authentication

In the SG real-time applications, it is essential to access the real-time data directly

from the desired smart meters (SMs) by an external party (called a user). The data

access is only allowed if the mutual authentication between an accessed SM and a

user is successful. After successful mutual authentication, they will then establish

a secret session key for their future secure communication.

A user authentication scheme in the SG environment will have the following

phases [47]:

l System setup phase: The system parameters are selected by some trusted

authority (TA) in the offline mode.

l Predeployment phase: In this phase, each smart meter SMi and service pro-

vider SPj are registered with the TA, and the TA loads the essential creden-

tials in their memories prior to their deployment in the SG environment.

l User registration phase: To access real-time information from designated

smart devices (SMi), a userUi needs to register with the TA. For this purpose,
Ui first chooses his/her credentials (e.g., identity, password, and personal

biometrics) to the TA via a secure channel (e.g., submitting the credentials

in person). After receiving those secret credentials, the TAwill issue a smart

card or mobile device securely to the registered user Ui.
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l Login phase: In this phase, Ui inputs his/her secret credentials, which are

then authenticated by his/her smart card (mobile device). After successful

verification of the credentials, a login request message is created, which

is sent to the service provider SPj through a public channel.

l Authentication and key agreement phase: This phase is executed after

receiving the login request message. Once the login request message is

received, the SPj verifies it and, if the verification is successful, then only

the SPj creates an authentication request message and sends it to the

accessed smart meter SMi via a public channel. SMi then validates the

received message and dispatches the authentication reply to the user Ui.

Finally, the user Ui verifies the received authentication reply message from

SMj. If mutual authentication between Ui and SMj is successful, both Ui and

SMj establish a session key, say SKij, between them. In the future, the session

key SKij is used for future secure communication between Ui and SMj.

l Password and biometric update phase: For security reasons, it is good prac-
tice to update/change the password and personal biometrics (if needed) by a

legitimate registered user Ui locally using his/her smart card or mobile

device without further contacting the TA.
l Mobile device/smart card revocation phase: Suppose the smart card (mobile

device) of a legitimate user is lost or stolen by an adversary. In this case, the

revocation phase to issue a new smart card (mobile device) is necessary so

that a new set of credentials can be stored in it.

l Dynamic node addition phase: This phase is essential in a scenario where

some nodes (smart meters) are physically captured by an adversary or some

smart meters are exhausted due to a power failure (if the smart meters are

battery powered).

Based on the number of factors used in a user authentication, it is called a single-

factor (if only the smart card (mobile device) or password is used), two-factor

(if both the smart card (mobile device) and password are used), three-factor

(if all the smart card (mobile device), password, and biometrics such as finger-

print, are used), and so on. It is worth noting that in the case of multi-factor user

authentication, the number of factors is higher and, hence, it is expected to have

a better security level.

Device authentication [48] in the SG environment is another kind of authen-

tication method when two nodes, such as two smart meters or a smart meter and

an SPj need to authenticate each other for secure communications between them.

13.2.3 Access Control/User Access Control

To sustain the lifetime of the smart meters, it is necessary to deploy new smart

meters in the SG environment. This is because the nodes may stop functioning

due to battery power or because of a physical node capture by an adversary in

the network. A deployed smart meter is not necessarily a legitimate node,
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because it may be a fake node that has been deployed by an adversary in the

network. Hence, it is important to separate a malicious node from genuine nodes

in the SG environment. This can be achieved by designing a secure access con-

trol scheme in order to prevent malicious nodes entering in the network. In an

access control mechanism, the following two tasks are performed:

l Node authentication: The newly deployed node must authenticate itself to

its neighbor nodes in order to prove that it is a legitimate node for accessing

the information from the other nodes in the network.

l Key establishment: A newly deployed node should be able to establish

shared secret keys with its existing neighbor nodes to assure secure commu-

nication during the transmission of information.

As with the user authentication mechanism, the addition of a new node (e.g., a

smart meter) phase is essential for access control mechanisms in the SG envi-

ronment. Access control methods can be classified into two categories based on

their authentication type: (1) certificate-less and (2) certificate-based. In a

certificate-based access control mechanism, each deployed node is loaded with

a digital certificate (e.g., X.509 certificate [49]) issued by the TA. The certificate
is then used to prove the identity of a node to its neighbor node. In a certificate-

less access control mechanism, typically a hash-chain-based scheme is applied.

To provide access rights only to registered legitimate users for different ser-

vices, information, and resources available in the SG environment, a user access

control is another important security mechanism.

13.2.4 Secure Transport Protocol

Large amounts of data will be generated by different measuring devices, such as

advanced meters, intelligent sensors, and electric vehicle charging stations that

are embedded in the power grid of the smart grid networks. Therefore, it is

extremely important to send the huge volume of generated data from the mea-

suring devices to the utility control centers for wide-area monitoring and con-

trol, and also to determine the overall grid status accurately and with minimal

delays. To improve power stability, the gathered data is also applied for encour-

aging consumer participation. This motivates the use of secure transport proto-

cols for such periodic collection of grid measurement data [50].

13.2.5 Privacy-Preservation

The SG integrates several intelligent sensing devices and communication net-

works into the existing power grid to collect data from the grid for operational

intelligence. Smart meters—critical components in such an infrastructure—

frequently transmit readings to the electric utility (e.g., a reading every

15min) [51]. Such reading streams benefit the utilities (e.g., load balancing)

and the energy consumers (e.g., optimizing electricity usage). However, such
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features may lead to serious breaches of consumers’ privacy [51]. For example,

smart meter readings could likely disclose the consumers’ personal daily behav-

ior or habits (e.g., cooking time (by the stove or microwave), and frequency of

going to the bathroom at night (by the light switched on)) [51]. In order to pro-

tect consumers’ personal privacy from adversaries, the privacy preserving tech-

niques are much needed in the SG environment [52, 53].

13.2.6 Intrusion Detection

Intrusion is an illegal task performed by an intruder (adversary) in the SG net-

work. Depending upon the intruder’s capabilities, an attack can be classified as

either a passive attack, where eavesdropping of information during communi-

cation takes place, or an active attack, where malicious packet injection and

packet dropping occur. An intrusion detection system (IDS) is defined as a soft-

ware application that can detect any dubious activity occurring in the network.

Once a dubious smart device is detected by the IDS, quick detection is needed to

prevent further damage to the system [54]. Hence, an efficient IDS scheme is

also needed for securing the SG environment.

13.2.7 Trusted Computing

Due to the wide range of cyber security threats and severe consequences from

cyberattacks, it is necessary for the smart grid to have cyber security protection

that matches very closely the cyber security requirements. Therefore, we need

a holistic approach to smart grid communication that considers all aspects

of smart grid operations. Trusted computing is a component in achieving

this goal [55].

13.3 Security Issues in Smart Grid

In this section, we first present the threat model associated with data security

in the SG environment. We then discuss various security requirements and

possible security attacks in the SG environment.

13.3.1 Threat Model

The well-known Dolev-Yao (DY) threat model [56] is adopted in the SG envi-

ronment [47]. Based on the DY model, any two nodes in the network commu-

nicate over a public channel where the end-point communicating entities, such

as users, smart meters, and intelligent sensors are not trusted. An adversary

A can then intercept, modify or delete the exchanged messages during transmis-

sion. In addition, A can also insert fake messages during the communication.

The current de facto standard model in modeling authenticated

key-exchange protocols is Canetti and Krawczyk’s adversary model
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(CK-adversary model) [57, 58], where A is responsible for delivering messages

(as in the DY model), and can also compromise private keys, session keys, and

session state. The security of an authenticated key-exchange protocol needs to

assure that if some forms of secret information are revealed (e.g., session

ephemeral secrets, session keys, or long-term private keys), it should have min-

imal impact on the security of other secret credentials and session keys of the

communicating entities [5]. Thus, an authenticated key-exchange protocol

should provide the session key (SK) security under the CK-adversary model.

If the mobile device or smart card of a legitimate registered user is lost or

stolen, an adversary can extract all the sensitive credentials stored in it using

sophisticated power analysis attacks [59, 60].

Since the monitoring of the installed smart meters and intelligent sensors is

not always possible in the SG environment, such devices can be physically cap-

tured by an adversary. The adversary can then use the extracted information

from the captured devices to launch other attacks (such as impersonation

attacks) in the network.

13.3.2 Security Requirements in Smart Grid Environment

Next, we discuss the security requirements in the SG environment [61]:

l Authentication: Authentication is a process which gives assurance that the

communicating party is the one that it claims to be. It involves authentication

of smart meters, intelligent sensors, users, and service providers before per-

mitting access to a restricted resource, or revealing important information.

l Integrity: This process deals with the assurance that the data received is

exactly what was sent by an authorized party. In other words, the message

sent contains no modification, insertion, or deletion. Integrity in the SG

environment falls into the following three categories [55]:

� System integrity: This is a binary property that indicates if the system has a

reliable execution environment. With trusted computing (as discussed in

Section 13.2.7), it can perform binary attestation (binary attestation in

trusted computing provides the ability to reason about the state of a plat-

form using integrity measurements) to check a system’s integrity and its

administrative capabilities.

� Process integrity: This heavily depends on the genuineness of a process

code. It is crucial not only to detect changes in software but also to assure

that the newly developed code is trustworthy.

� Data integrity: Verifying the genuineness of data depends on whether the

data is collected or generated. Collected data is primitive data given to a

process and its integrity is application specific.

l Confidentiality (privacy): Confidentiality or privacy ensures that the data

transmitted over the wireless communication channel is protected from

unauthorized disclosure of information.
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l Nonrepudiation: This process provides protection against denial by one of

the communicating parties who has participated in all or part of the commu-

nication in the SG environment. This can be further classified into two

categories:

� Nonrepudiation, origin: This proves that the message was sent by the spec-

ified entity.

� Nonrepudiation, destination: This proves that the message was received by

the specified entity.

l Authorization: Authorization ensures that only legitimate devices in the SG

environment can supply information to network services.

l Auditability: Auditability is the ability to reconstruct the complete history of

the system behavior from historical records of all (relevant) actions exe-

cuted on it [55].

l Freshness: This process should assure that the information is fresh and that

old messages cannot be replayed by any adversary.

l Availability: This process should ensure that only the relevant network ser-

vices should be made available to authorized entities even under denial-of-

service attacks in the SG environment.

l Third-party protection: This prevents damage performed by third parties

(e.g., the service providers) via the communication systems [55].

l Forward secrecy: If any device leaves the SG environment, it must no lon-

ger have access to future messages.

l Backward secrecy: When a new device is added to the SG environment, it

must not know any previously transmitted messages.

13.3.3 Security Attacks in Smart Grid Environment

A smart grid typically faces the following attacks:

l Eavesdropping: An eavesdropping attack, also known as a sniffing or

snooping attack, occurs when an adversary can intercept the digital commu-

nications between two (or more) entities. An eavesdropping attack is a seri-

ous attack because it is a prerequisite for other attacks.

l Traffic analysis: Traffic analysis intercepts and examines the intercepted

messages to know information from patterns in communication.

l Replay attack: In a replay attack, an adversary tries to misdirect another

authorized party by recording the transmitted messages and later reusing

them in an attack.

l Man-in-the-middle attack: In a man-in-the-middle attack, an adversary

eavesdrops on the transmitted messages and then attempts to modify or

delete the contents of the messages delivered to the recipients.

l Impersonation attack: In an impersonation attack, an adversary successfully

assumes the identity of one of the authorized entities in the system or in a

communication protocol.
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l Denial-of-service attack: A denial-of-service (DoS) attack is one where an

adversary takes an action that prevents authorized users from accessing tar-

geted computer systems, devices, or other network resources. A distributed

DoS (DDoS) attack occurs in the network when multiple systems flood the

resources or bandwidth of a targeted system, typically one or more web

servers.

l Malware attack: In a malware attack, an adversary executes malicious pro-

grams in order to perform various activities such as stealing, deleting, or

encrypting sensitive information, altering, or hijacking core computing

functions, and also monitoring users’ computer activity without their per-

mission. Malware includes worms, computer viruses, spyware, and Trojan

horses.

l Resilience against physical device capture attack: As we mentioned in the

threat model in Section 13.3.1, some devices can be physically captured by

an adversary. The adversary can use the extracted information from the cap-

tured devices to launch other attacks (such as impersonation attacks) in the

network.

l Resilience against new devices’ deployment attacks: In an access control

scheme, several attacks can be launched by an adversary, such as wormhole,

Sybil, device replication, and malicious devices deployment attacks.

In a wormhole attack [62], an adversary may tunnel the information between

two distant locations with the help of an in-band or out-of-band channel.

A wormhole tunnel can be then created by a pair of attacker nodes, which

convince two distant devices that they are near to each other. Under this

attack, several other attacks, including sniffing, modification, and dropping

are possible.

A Sybil attack is possible when an illegal device falsely assumes multiple

identities [63, 64]. However, it is not necessary that the claimed identities

are from the existing devices’ identities.

Using a device replication attack [65], the purpose of an adversary is inten-

tionally to make several replicas of a compromised device, which are then

inserted into the network. The attacker can physically capture some devices,

extract the credentials from their memory, load such information in some other

fake devices, and then deploy them in the network so that those fake devices can

connect with the existing devices in the network.

l Insider attack: An insider attack is considered as a malicious attack where a

privileged-insider user of a network or computer system misuses the autho-

rized system access.

l Address resolution protocol (ARP) spoofing attack: This is an attack in

which a malicious adversary sends falsified ARP messages over a local area

network. This attack leads to linking of an attacker’s media access control

(MAC) address with the IP address of an authorized computer or server on

the network.
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l Database attack: This refers to several attacks related to the database. For

example, in a structured query language (SQL) injection attack an attacker

wishing to execute the SQL injection manipulates a standard SQL query in

order to exploit nonvalidated input vulnerabilities in a database.

l Anonymity and untraceability: With the anonymity property, an adversary

does not know the real identity of an entity during the communication. The

untraceability property prevents the adversary’s actions from being traced

back to the adversary. A security protocol in the SG environment should pre-

serve both anonymity and untraceability properties.

13.4 Security Solutions in Smart Grid

In this section, we briefly discuss some security solutions based on the taxon-

omy presented in Fig. 13.4.

13.4.1 Key Management

Lv et al. [66] designed a remote key generation and distribution scheme for the

SG environment. Their scheme uses public key-wrapping in the SG application

scenario. Key-wrapping is a technique which helps in designing an adapter for

smart meters. The adapter creates a secure channel between the collector device

and a smart meter, which is used for secure transmission of the usage data from

the smart meter. In this scheme, a smart meter sends a session key request to the

collector device connected to the key management server. The server then

sends the session key to the smart meter. The scheme is secure under the

CK-adversary model (as discussed in the threat model in Section 13.3.1). Since

the key-wrapping method has a weaker security assumption and, furthermore,

as some computation cost is moved from smart meters to servers, the compu-

tation cost for smart meters is reduced in their scheme.

Suhendra et al. [67] proposed a session key management protocol in smart

grid. Their scheme has the ability to detect and revoke any compromised device

in the SG environment. Since the key distribution center (KDC) stores expira-

tion dates along with the session keys in its key table, this scheme is vulnerable

to a stolen verifier attack if an adversary has access to the key table. Benmalek

et al. [68] also designed four key management protocols for advanced metering

infrastructure (AMI) for secure data communications in the SG environment.

Their proposed protocols meet the different requirements of the power utility,

such as transmission of data and distribution of electricity requirements. Amore

in-depth discussion of key-management protocols for the SG environment is

given in [69].

13.4.2 User Authentication

To manage demand response during peak hours, user authentication between a

vehicle user and a smart meter is essential. To address this important problem,
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Wazid et al. [47] designed a three-factor lightweight authentication protocol for

the SG environment, called TUAS-RESG. In TUAS-RESG, after successful

mutual authentication between a user and a smart meter, they establish a session

key for their secure communication in future. The three factors used in TUAS-

RESG are the user’s mobile device, password and personal biometrics. The

local biometric verification at the mobile device is performed by the widely

accepted biometric fuzzy extractor technique [70] in TUAS-RESG. TUAS-

RESG supports local password and biometric update phase and does not need

to contact the trusted authority from changing the password/biometrics of a reg-

istered user in the system. In addition, TUAS-RESG also supports dynamic

smart meter addition phase after initial deployment of the nodes in the network.

Moreover, the authors evaluated TUAS-RESG using the NS2 simulator.

13.4.3 Device Authentication

Wu and Zhou [71] proposed an authentication scheme in which mutual authen-

tication between a smart sensor (device) and a data collector is achieved with

the help of a trusted anchor. Their scheme relies on both symmetric key as well

as public key (elliptic curve cryptography) techniques. However, their scheme

fails to provide perfect forward secrecy, session key security, and strong smart

meter credentials’ privacy, and it also does not protect against man-in-the-

middle attack [47].

Tsai and Lo [31] designed an anonymous authentication scheme for the SG

environment in which mutual authentication between a smart meter and a ser-

vice provider is achieved. Their scheme uses identity-based signature and

identity-based encryption mechanisms. Unfortunately, their scheme is vulner-

able to ephemeral secret leakage attack, and it also does not provide strong cre-

dentials’ privacy of the smart meter [5]. To address these drawbacks, Odelu

et al. [5] designed a secure authenticated key agreement protocol.

Yan et al. [72] presented an authentication scheme in which authentication is

performed between a smart meter and the gateway node of a building area net-

work (BAN). Their scheme is lightweight, as it uses a computationally efficient

one-way cryptographic hash function. Although their scheme provides key

refreshment and incurs a low computational cost, it does not provide smart

meter anonymity and untraceability properties.

13.4.4 Access Control

Jung et al. [73] proposed an access control mechanism in the SG environment.

In their mechanism, the data owners specify access policies that identify appli-

cations that are allowed to access data related to the data owner. The X.509 cer-

tificate used in the scheme is stored in a user smart card along with his/her

username and password. Since their scheme is based on public key infrastruc-

ture (PKI), it is computationally expensive.
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Duan et al. [74] proposed a fata-centric access control framework (DCACF)

to support secure access control under a publish/subscribe model. DCACF con-

sists of the following two phases. In the authorization phase, a publisher P trans-

lates a policy into an access credential for the subscriber S with the help of a

trusted third party called the broker. In the policy enforcement phase, P pub-

lishes the encrypted events, and after that, S decrypts the subscribed events

under the intervention of the connected notification broker. In DCACF, only

qualified subscribers can access the encrypted events, whereas unqualified sub-

scribers cannot access the encrypted events even if they collaborate with

each other.

Mutsvangwa et al. [75] proposed an access control scheme that allows the

authorized users to decrypt data provided that valid attributes are with them. In

their scheme, the encryption relies on the public key-based Diffie–Hellman key

establishment protocol and hash-based message authentication code. As a

result, their scheme is computationally expensive.

13.4.5 Secure Transport Protocol

Existing protocols do not satisfy the scalable secure transport requirements for

smart grid sensor data collection [50]. To address this issue, Kim et al. [50]

proposed a scalable and secure transport protocol (SSTP) for smart grid data

collection. Their experimental evaluation demonstrated that combining trans-

mission control protocol (TCP) with the transport layer security (TLS) protocol

has scalability issues for sensor data collection in a large-scale network; in

addition, TCP by itself is not appropriate for periodic sensor data collection.

In SSTP, this scalability issue has been addressed.

13.4.6 Privacy-Preservation

Vehicle to grid (V2G) network is a significant part of the SG environment with

the home area network (HAN), industry area network (IAN), neighborhood area

network (NAN), and building area network (BAN) [54, 76]. In a V2G network,

electric vehicles communicate with the service providers with the help of aggre-

gator nodes or other networks such as HANs.

Blind signature is one of the promising cryptographic techniques used to

design privacy-preserving billing and payment systems for a V2G network.

The ID-based partial restrictive blind signature is utilized in the schemes [77,

78], where the unconditional anonymity property is preserved. The advantage

of these schemes is that they can protect customers’ privacy. The authors of [76]

presented a detailed survey on privacy preservation issues for V2G networks in

the smart grid environment.

Smart meter reading streams may pose severe privacy threats to the electric-

ity consumers on the power grid environment. To handle the smart meter pri-

vacy issues, Hong et al. [51] proposed a privacy model for reading streams and
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then designed a privacy-preserving streaming mechanism that can efficiently

protect the privacy of smart meter readings. In order to protect sensitive energy

usage information of consumers, Badra and Zeadally [52] presented a virtual

ring architecture that can provide a privacy protection solution using symmetric

or asymmetric encryptions of customers’ requests belonging to the same group.

Their smart grid privacy solution is simple, scalable, cost-effective, and incurs

minimal computational processing overheads. In addition, it also protects the

privacy of smart meter readings.

13.4.7 Trusted Computing

Smart grid communication needs a holistic approach to enforce end-to-end

security, which encompasses all aspects related to smart grid operations.

Trusted computing plays a pivotal role in this vision [55]. In [55], the authors

discussed a basic trusted computing model that can be used in the SG environ-

ment. The main design goal of this model is to provide a minimal, and therefore

manageable, and stable security for conventional hardware platforms, embed-

ded systems, servers, and mobile devices.

13.4.8 Intrusion Detection

Beigi-Mohammadi et al. [79] discussed various requirements for intrusion

detection systems (IDSs) in NAN as the components of the SG environment.

They proposed a distributed IDS that considers the specifications and require-

ments of NAN. Their IDS can detect wormhole attack, which is considered as a

serious attack in NAN.

Ullah and Mahmoud [80] also proposed an IDS framework in the SG envi-

ronment. Their proposed IDS system can collect and correlate alerts from var-

ious sensing devices (e.g., smart meters in the SG infrastructure) which can be

deployed in HANs, NANs, and wide area network (WAN) in the SG network.

13.5 Deployment and Implementation of Cyber-Physical Smart
Grid Testbeds

In this section, we discuss various cyber security testbed platforms that are

being deployed and implemented in the SG environment in order to investigate

vulnerabilities of the power critical infrastructure along with the wide-area sit-

uational awareness research activities.

The challenges faced in the areas of network device security include fire-

walls, routers, attack scenarios, encryption, countermeasures, forensic analysis,

and intrusion analysis. The network attack scenarios for smart grid applications

include several attacks, such as man-in-the-middle attack, DoS attack, and

replay attack. Table 13.2 presents a list of cyber-attack testing capabilities of

several recent cyber-physical smart grid testbeds [16].
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TABLE 13.2 Current Cyber-Physical Smart Grid Testbeds [16]

Testbed Target Research Area

Area Covered in the

Smart Grid Domain

Type of Test

Platform

Sandia Lab Virtual Control System Environment
(VCSE) [81]

Wide area situational awareness, cyber
security

Transmission, operations Simulator

Virtual Power System Testbed at the University of
Illinois at Urbana-Champaign [82]

Cyber security Transmission, operations Simulator

Florida International University Smart Grid Testbed
[83, 84]

Wide area situational awareness,
distributed grid management, network
connections, cyber security

Transmissions,
operations, customer

Simulator

Intrusion and Defense Testbed at University
College Dublin [85]

Cyber security Transmission, operations Hybrid

SCADA Security Lab at Mississippi State University
[86]

Cyber security, network communications Transmission, operations Real-time Simulator

DeterLab at the University of Southern California
[87]

Cyber security — Hardware

PowerCyber Testbed at Iowa State University [88] Wide area situational awareness, cyber
security

Transmission, operations Real-time Simulator

Cyber-Physical System Testbed at Texas A&M [89,
90]

Wide area situational awareness, cyber
security

Transmission, operations Real-time Simulator

Cyber-Physical Testbed at Washington State
University [91, 92]

Wide area situational awareness, cyber
security

Transmission, operations Real-time Simulator

Network Intrusion Detection System (NIDS) [93] at
Sapienza University of Rome & Arizona State
University

Cyber security, network communications Operations Hybrid

Cybersecurity Testbed for IEC 61850 at Queen’s
University Belfast [94]

Cyber security, network communications Operations Real-time Simulator



Next, we present a brief overview of the existing testbeds shown in Table 13.2

that focuses on security and privacy research in the smart grid environment. In this

table, we mainly consider power system operations, such as monitoring, control,

protection, analysis, and transmission level operations. Sandia National Labora-

tories developed the Virtual Control System Environment (VCSE). Supervisory

Control and Data Acquisition (SCADA) Security Lab at Mississippi State

University and Virginia Tech. designed a testbed that can probe various SCADA

vulnerabilities of energy systems [81]. In this testbed, encryption as well as

secured data communication channels on the internet protocol (IP)-routed com-

puter networks were investigated. The encryption and authentication are applied

to protect all data being transmitted and all transmission links.

The University of Illinois at Urbana-Champaign developed the virtual power

system testbed (VPST) [82]. It enables integration with other testbeds to analyze

cyber security attacks on a large-scale power grid. This testbed is used to inves-

tigate reliability issues that can occur on the national power grid. VPST also

provides a remote connection access facility to it.

Energy Systems Research Laboratory (ESRL) [83, 84], developed at Florida

International University, is a comprehensive testbed, which facilitates hardware-

based testbed setup including a total power capability of up to 136-kW with con-

ventional power generation and storage capabilities, as well as renewable units.

The intrusion and defense testbed [85], designed at University College Dub-

lin, provides a cyber power system, which is composed of a power system sim-

ulator and a substation automation platform. In this testbed, cyber security

intrusion and anomaly detection can be tested. The SCADA security laboratory

[86] was developed at Mississippi State University. It is a cyber-physical

testbed that supports the investigation of cyber security vulnerabilities and

forensic studies.

DeterLab [87] is a security research and educational platform at theUniversity

of Southern California. This testbed provides various tests, such as the detection

of buffer overflows, SQL injections, network intrusion detection, computer foren-

sics, ARP spoofing, transmission control protocol (TCP) SYN flooding, which is

a type of distributed denial of service (DDoS) attack, man-in-the-middle attack,

and worm modeling. The PowerCyber testbed [88], designed at Iowa State Uni-

versity, is another comprehensive smart grid testbed which supports information

and communication technology (ICT) and security. The cyber-physical system

testbed designed at Texas A&M University [89, 90] supports simulations of var-

ious industrial protocols and technologies.

The cyber-physical system testbeds developed at Washington State Univer-

sity [91, 92] provides investigation of various wide-area situational awareness,

cyber security and network communications research areas. A network intru-

sion detection system (NIDS) testbed [93] was developed by at Sapienza Uni-

versity of Rome and Arizona State University, which implements several

intrusion detection rules. These rules check abnormality or attack criteria based

on a packet sequence as well as the time gap between cycles of packets. Finally,
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the cyber security testbed for International Electrotechnical Commission (IEC)

61,850 [94] was designed at Queen’s University Belfast in the United Kingdom,

for focusing on IEC 61850 vulnerabilities. Several cyberattacks, such as DoS,

man-in-the-middle, ARP spoofing, and database attacks can be performed using

this testbed.

13.6 Conclusion

This chapter has presented and discussed data security issues in the smart grid

environment. We classified the security protocols in smart grid into several

research areas, namely: key management, secure transport protocol, user and

device authentication, access and user access control, trusted computing, intru-

sion detection system, and privacy-preservation. To review several security pro-

tocols, we defined a general threat model and the various security requirements

that must be supported to thwart attacks on the Smart Grid environment. We

then reviewed some state-of-art security protocols that have been recently pro-

posed for the Smart Grid. We also briefly present several security testbed plat-

forms for the Smart Grid that have been developed over the last few years at

various institutions around the world in order to investigate vulnerabilities of

the critical power infrastructure along with wide-area situational awareness

research.
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14.1 Introduction

Supply and demand for electricity is being reshaped across time and space by

shifting social, environmental, and economic priorities, and by technical inno-

vation. On the supply-side, renewable energy generation, often at smaller

scales, is rising in nearly all systems, leading to new, more geographically dis-

tributed portfolios that are more dependent on temporally variable resources. At

the same time, new sources of demand, such as electric mobility and the elec-

trification of heat services through technologies such as heat pumps, is funda-

mentally changing where, when, and how much electricity is consumed. The

traditional approach to electrical grid management, based around centralized

generation and unidirectional flows of power are no longer appropriate for man-

aging and balancing the demands of these new technologies, which are more

distributed, where power flow is often bidirectional, and where demand in indi-

vidual homes or other buildings may be higher and more volatile. The emer-

gence of smart grids is an adaptive response by electricity systems to these

potentially transformative social and technical factors. The key aim is to deal

with the added complexity of the evolved energy system, allowing for balancing
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of more diverse and variable energy generation, and more variable and more

volatile demand. It does so by acting as a cheaper alternative to greater volumes

of new wire infrastructure, thus minimizing total systemic costs.

The technical adaptations and innovations that enable smart grids are

accompanied by profound changes to the socio-economic status-quo, which

has remained largely unchanged since the birth of the electricity industry.

The business models for commercial electricity generation, transmission, and

distribution are changing as new revenue streams, roles, and expectations

emerge. This change will require reassessment of the demands on markets

and how they function, and what products and services are exchanged. New

economics will require re-evaluation of how each system element is regulated

and how the wider electricity system is planned. Policymakers, consumers, reg-

ulators, and utilities of all kinds must reorient themselves toward a smarter,

more dynamic electricity system. The role of each is not fixed; future roles will

depend on the starting point and the evolution of its different elements. We can

expect changes, and thus also stakeholder roles, to vary from country to country

and, at the smaller scale, within countries. Different parts of distribution net-

works may have different needs, depending on the demands placed on them,

with these stemming from local renewable energy potential and deployment,

customer choice over new technologies and services, different DNO/DSO oper-

ational approaches, and other factors.

One key problem with moving to a smarter grid is the tremendous amount of

uncertainty concerning what will be needed for a smarter grid. There are many

possible degrees of “smartness” that might become apparent on networks and

many possible routes to take in making networks smarter. While the transition

to a low-carbon energy system is a major driver underlying the need for

enhanced smartness, it remains unclear what specific technologies will be

adopted, at what scale, at which locations, and over what timeframe. All these

factors will impact the overall economics of both the adopted low-carbon tech-

nologies (via learning curves) and of the overall costs of investment to expand

and make networks smarter. Infrastructure investment decisions concerning the

network will be a major factor impacting decarbonization and the knock-on

costs that are passed on to consumers. Further, how these costs are distributed

may need to change and decisions as to how they might be allocated in future

will impact the welfare of consumers. The different responses of consumers to

changing systems, their willingness to accept higher costs and potentially more

complex approaches to pricing, and any political influence this might engender,

will also be a major determinant in shaping smart adoption.

Consideration of the socio-economic challenges for the smart grid, as with

that of other concepts relating to smart grids in this text, is complicated by the

potential of the smart grid to include many different and disparate elements. To

structure this chapter, we will explore some broad, but pertinent, socio-

economic topics. Firstly, in Section 14.2, we ask: “why smart?”; framing the

smart grid as a social and economic phenomenon as much as a technical

one. Secondly, in Section 14.3, we explore what we see as three of the key
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socio-economic themes for smart grid development. We look at how public pol-

icy in the form of economic regulation of networks and markets is responding to

the imperatives for change. As well as regulating for the changing roles of

networks, both in terms of investment in infrastructure and possible alterna-

tives, we consider how policy interventions can incentivize “smarter” behavior

across the electricity system, from consumers, through markets, to generators.

Throughout this chapter, we highlight the crucial and often overlooked role of

the consumer-citizen, beyond generation, as adopter or rejecter of new technol-

ogies and market instruments from aggregators and other energy service pro-

viders, as reducers of demand via programs of demand side management

(DSM), and in the role as motivator of policy maker and regulator. Finally, in

Section 14.4, we conclude by outlining the most pressing challenges, arguing that

in addition to technical innovation, bringing about a smart grid requires unprec-

edented collaboration between researchers, policymakers, and businesses.

14.2 Why Smart? The Socio-Economic Drivers of Change

This chapter aims to provide an overview of the substantive changes to the his-

torical electricity system, the key challenges these present and how smart grids

solve existing problems, and also present new challenges. But before we move

on, it is worth briefly outlining the drivers for that change. First, we outline the

“four Ds” approach as a useful means of framing and understanding the processes

of change in modern energy systems, including the “smartening” of electricity

systems. We go on to set out the concrete implications of these imperatives in

terms of shifts in the economic foundations of electricity systems.

Change and decision making in energy systems has been considered, for

many years, as a series of trade-offs between the three goals of security, social

equity, and environmental protection; often seen as mutually incompatible [1].

More recently, however, the pace of change in new technologies and practices,

such as smart grids and low-carbon energy technologies, has begun to challenge

this “trilemma” framework. Instead, an alternative view, based on four intercon-

necting, self-reinforcing trends known as the “four Ds,” has emerged. Much of

the recent change in energy systems has been driven by decarbonization, as a

response to the threat of climate change, decentralization of resources and

demand, and the emergence of greater digitization of energy systems. The latter

is conceived as holding huge potential for impacting how consumers interact

with energy systems in new ways, as more social and commercial life moves

online, yet also has the potential to “exacerbate existing inequalities and risks

rather than resolve them” [2]. We can add to the three ds a fourth, with the rec-

ognition of greater democratization of the energy system, which allows greater

access to energy technology by the wider population, and may also place people

at the center of design, planning, and decision making [2]. A possible fifth

D—disintermediation—relates to the possibilities of removing intermediaries

from the energy supply chain [3].
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The commitment in many political spheres to the decarbonization of elec-

tricity supply as a response to the threat of climate change has driven change in

all areas of the energy system. Decarbonization links rising renewable shares in

generation, driven through explicit policy support, greater drives for resource

efficiency, and changes in demand use, such as e-mobility and the electrifica-

tion of heat. The centralized model of electricity generation, transmission, and

distribution is challenged simultaneously by the increase in distributed renew-

able energy capacity and the attendant increase of consumer-owed generation

equipment. The physical decentralization of network architecture is mirrored by

a greater distribution of decision making within the electricity system. This,

itself, is part of a wider recognition that decision making about energy—as a

fundamental basis for human prosperity and flourishing, and with socially dif-

ferentiated costs and benefits—should be, and is perhaps becoming, more par-

ticipatory or “democratic” [4]. Many of these tendencies are enabled and driven

by the rise of digital monitoring, communications, and data analysis technolo-

gies and practices, which present new data protection and privacy issues, poten-

tially requiring new or adapted laws and standards [5].

The diverse range of technologies and practices that together constitute the

“smart” grid are responses to various aspects of the four Ds outlined above.

From a purely economic perspective, however, the smart grid concept can alter-

natively, to a large degree, be measured in terms of its potential to meet social

and environmental goals at lowest cost [6]. While many smart grid deployments

are framed as technical solutions to variable, distributed renewable generation,

in many cases, more dynamic system operation, better distribution system opti-

mization, and improved demand responsivity can reduce the capital and oper-

ational costs of achieving a reliable, resilient electricity system. As recently as

2016, overall progress on smart grid was summed up as slow and far from com-

pletion, essentially not yet at the point of international competition, but as “an

unbordered community of similar aspirations and shared lessons” [7]. The same

authors note the complexity of what is to be achieved, the need for a multiactor

approach, and the unpredictability of what a smart grid might look like when it

emerges.

Implementing a smart grid, like any socio-technical transition, is as much a

social endeavor as it is a technical one. It impacts and requires active change and

engagement by all electricity system participants, from utilities and regulators

to consumers and citizens. To a large extent, the social aspects of smart grids are

seen in terms of “gaining acceptance” from key groups, most notably the users

or consumers [8, 9]. Resistance to smart grids on the basis of concerns about

privacy and data-security are a particular focus [6, 10]. Economic issues, mean-

while, tend to focus on costs and regulation [11].

One great hope for the emergence of a smarter grid is growth in actions on

the customer side of the meter. While DSM and demand side response have

been around for some time, many assessments of the future of smart grids fea-

ture more advanced forms of demand side action being applied at a greater
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scale, from commercial applications down to individual households. There are

various possible elements, many of which will have implications for redistribu-

tion of costs relating to consumption, times of consumption, the role of “prosu-

mers,” and the potential for new kinds of energy providers offering new services

and tariffs.

The conceptual shift from passive consumer to active prosumer [12, 13],
enabled by digital technology and likely to increasingly require a reshaped

regulatory framework, is assumed to be a prerequisite of many conceptions

of the smart grid, but achieving full interaction requires an “ideal type” of

energy citizen, which may not emerge [4]. Moving to wide-scale consumer

buy-in is challenging for smart grids in twoways. Firstly, it reflects the require-

ment for a wide range of collective decisions needed to reshape the regulatory,

financial, economic, and institutional energy context [14]. Secondly it

challenges the notion that the individual’s role in smart grids, as a technically

defined phenomenon, is simply to reject or accept them, rather than playing

a full role in defining and legitimizing the objectives and means by which

electricity systems evolve.

14.3 Key Socio-Economic Themes for the Smart Grid

While the fundamental functions of electricity systems—generation, transmis-

sion, distribution, and supply—may be similar, different territories have

evolved different structures governing the responsibilities and routes to earning

revenues for the different actors that perform these functions. Key variations

include the degree of vertical integration, privately or state-owned monopolies,

DNO versus DSO approaches to network ownership and management, and var-

ious others [15]. Since national and subnational goals may vary, the body of

regulation which governs markets and natural monopolies will also tend to vary,

with implications for all stakeholders, for shaping historical development and in

the specifics of the framework in which new initiatives must develop. One key

commonality is that systems were usually designed based around centralized

generation, with unidirectional flows of power and no call to consider the con-

cept of the “prosumer,” integration of large volumes of distributed generation,

or other needs, such as rewarding innovative approaches to more complex net-

work management. The move to privatization of national power systems saw

much re-regulation, but has often failed to deal with these new and emergent

issues [15a]. Fundamentally, the historical systems fail to offer enough flexibil-

ity, either in approaches to network operation, or in creating the conditions for

new services to be offered to power or ancillary markets. Consequently, action

by regulators and policymakers is required to enable smart grid systems. In this

section, we look first at the changing face of policy and regulation from a smart-

grid perspective and secondly we ask what this change means for the engage-

ment of consumers and citizens by decision makers.
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14.3.1 Costs, Prices, and Regulation: More of the Same
or Innovation in New Directions?

The underlying reshaping of the economics of the electricity business leads to

a wide range of implications. Here, we focus on three pertinent policy and reg-

ulatory questions: how can changing economics square with the need to sustain

existing network infrastructure? How does consumer behavior become more

dynamic and what are the implications? And, how can electricity markets adapt?

14.3.1.1 Physical Networks: Who Pays and How?

Despite the changes outlined in this volume, the electricity system of the future

most likely requires an—albeit changed—network of wires and other physical

infrastructure across which energy and other services can be transported. How-

ever, the changing economics inherent in smarter systems reveal difficulties in

recouping the revenues needed to sustain adequate networks under traditional

models of regulated network charging. The trend toward electricity sector lib-

eralization has had at its core the assignment of systemic costs, such as those of

building and maintaining networks, to those actors who incur them. Typically,

this means that those who use the network pay regulated “use of system”

charges for transmission networks, (TNUoS), distribution networks (DUoS),

and balancing (BUoS). TNUoS and DUoS costs are typically passed on to

the consumer on a per-unit-of-energy basis, so that those who use more of

the energy transported through the networks bear more of the cost of the net-

works. However, as consumers increasingly generate their own power, the need

for them to draw power from the network decreases. Additionally, as more gen-

eration connects to distribution rather than transmission grid, the fraction of

power needing to move through the transmission grid is reduced.

While this is essentially just a development of the market for the generation

and supply elements of the electricity sector, the effect on the network is to

reduce the number of paying customers, and the revenues enabled by regulated

charging regimes. While there may be some reduced need for network invest-

ment stemming from this reduction in usage, it is likely that the upshot will be

higher costs per-unit of energy that is accessed via the network. This essentially

means that remaining consumers will need to pay more for electricity sourced

through distribution and transmission, or that alternative routes to financing grid

infrastructure will need to be developed [16–18]. In extremis, it has been sug-

gested that increases in prices faced by a diminishing number of network users

creates growing incentives for consumers to reduce or remove their dependence

on network supplied power, in a positive feedback loop resulting in the collapse

of utility companies, sometimes called a “utility death spiral” [16]. Even if the

dreaded “death spiral” does not materialize, network actors and consumer

groups will most likely experience real economic consequences [19, 20]. Pollitt

[17] highlights various problems that, while severe, are somewhat short of a
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death spiral. These include the potential to negatively impact on poorer con-

sumers who are unable to access their own generation and who are then

impacted by a greater share of network costs.

To understand the challenges posed by shifting network economics, and

how updated regulation can mitigate them, an emerging literature considers

alternative methods by which network costs can be recouped by investors, as

the level of distributed and intermittent generation on a system reaches a higher

level [18, 21, 22]. Faerber et al. [18] set out the possible alternative components

of charging: fixed-cost, peak pricing, and capacity charging, as well as the

potential to move costs to be considered in general taxation; and note the poten-

tial for combining these elements. Pollitt highlights the difficulty of balancing

support for distributed energy, which creates an economic incentive to make

further installations against the possible social disbenefits, noting that the point

at which social and economic marginal value becomes negative is generally not

simultaneous, and the difficulty of making it so. Essentially, Pollitt [17] argues

that support for the physical network closely resembles a fixed systemic cost,

which, ultimately, society must bear, potentially through taxation, if there is to

be an electricity network. How to do so fairly and effectively remains unsolved.

In the next subsection, we consider one of the key elements of smarter elec-

tricity networks: more responsive and flexible consumption. “Dynamic” or real-

time pricing is often proposed as a step toward shifting the incentives faced by

consumers in order to improve system efficiency. Its effectiveness, however,

depends on “shiftability” of domestic level demand, with significant technical,

social, and behavioral implications.

14.3.1.2 Dynamic or Real Time Pricing

Many commentators have suggested that dynamic pricing or Real Time Use of

System (RTUoS) pricing may be an essential element of the future operation of

the Smart Grid [18, 23, 24], with one source suggesting it could enable up to

€53bn of savings in the EU alone [23]. Essentially, this would mean that prices

available to consumers might vary in real time to match variations in the market

price. While many commentators seem to regard the adoption of dynamic pric-

ing as inevitable, there are substantive social, socio-economic, and technical

challenges to address before this can happen. These are laid out below.

Realizing the potential for wide-scale adoption of RTUoS is dependent on

many factors. First, it requires smart meters that are capable of capturing and

transmitting the required high volumes of consumer data and for appropriate

data to be fed back to them. While many EU countries are in the process of

national programs to roll out smart meters, it does not follow that the meters

included in the first wave will be sufficiently “smart” or able to cope with

all that is required for useful RTUoS, potentially necessitating a second gener-

ation of meters with enhanced capability. Since large amounts of data will be
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required—data privacy concerns notwithstanding (see Section 14.3.2.2)—a

communications system that can handle both the volume of data required,

and a data hub that can deal with allocating both incoming and outgoing infor-

mation in a limited timeframe, will be essential. National regulatory systems

will need to allow for new or existing stakeholders to bring new services to mar-

ket and allow data access to those parties concerned with transactions. It seems

likely some of the required changes will have to happen simultaneously to

enable a new product or service to come to market.

A willingness by consumers to tolerate large volumes of data about their

energy consumption entering the public domain will also be required. Concerns

have already come to the fore about this in some territories, since it is fairly

easy to reveal quite a lot about domestic activity from a smart meter output

of a reading per minute [5] or to figure out when a property is empty

(see Section 14.3.2.2 for more on data privacy).

Finally, adoption of an RTUoS will require a willingness on the part of con-

sumers to engage with the new form of market. This is discussed further in

Section 14.3.2.1.

Much of the potential for systemic movement, from a demand-led to a

supply-led electricity system, is premised on the potential for shifting consumer

demand from times of peak demand and, often, with the expectation for the

future that this will also be to times of high or excess supply (to avoid constrain-

ing wind or solar for example). While this is technically already possible, to

some extent, it can be expected that further adoption of various low-carbon

technologies will both enable greater potential for shifting and also create more

need for it, as part of balancing a greater volume of intermittent generation and

of integrating larger and more volatile variations in demand from technologies

such as heat pumps and electric vehicles (EV). However, many consumers may

have only a limited potential or willingness to shift. Limitations may apply to

some industry sectors, for example where operations are 24h per day, commer-

cial consumers may have little potential for operation outside the standard

working day, or other reasons which limit their times of operation. Many

domestic consumers have little scope to defer their consumption to other times.

A UK study suggested that only 7%–10% of the average domestic consumer’s

demand could be shifted, depending on demographic factors [25]. The same

report does suggest, however, that some consumers were willing to consider

shifting their demand patterns as part of a financially incentivized program.

Overall domestic potential for shifting periods of consumption may grow

with the expansion of new low-carbon technologies. There have been many pre-

dictions that electric vehicle use will increase substantially at the global level

[26]. This is likely to raise average domestic electricity consumption,1 but with

the potential for vehicle charging to be matched much more to periods of excess

1. Effectively shifting it from petroleum products in most cases, but not relevant to electrical

shifting.
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supply and lower prices than typical household demand. Clearly this would be

in the interests of EV owners, but several publications have suggested that this

could also provide substantial system benefits. Essentially, EVs provide a chal-

lenge to network management but also offer a potential solution [27]. Consid-

erable technical work has considered routes to integrating adoption of large

volumes of EVs; however, Sovacool et al. [28] point out that much of the focus

in EV integration has considered these technical implications with much less

focus on consumer response. There is also a substantial literature that posits that

electrification offers the most likely route to decarbonizing the heat sector in

many locations. While many countries make substantive use of waste heat from

generation to displace fossil fuel-based heating, the primary technology for

electrification would be various models of heat pump. The technology could

also double up to provide cooling where this is also in demand.

14.3.1.3 Smart Grids and Electricity Markets

Smart grids enable new modes of generation and consumption, and in so doing,

create new products and sources of revenue. An overriding rationale for smart

grids is increased economic efficiency, as energy resources are used more effec-

tively, more reliably, at more appropriate times, and often closer to where they

are produced [29]. Together, these factors have the potential to require and

enable changes in the way future electricity markets operate and are designed.

Among these effects is the creation of real-time consumer pricing, discussed

above. Since consumers cannot currently see the prices at the time of consump-

tion, the potential to increase system efficiency is expected to result from con-

sumer decision making about how much electricity to consume and when, on

the basis of prices. While consumers can be observed to respond to price fluc-

tuations, the change in consumption is not linear, with larger increases to pricing

resulting in marginally smaller changes than more modest increases in price

[30]. At the same time, the steps needed to enable effective real-time pricing

(set out above) are by no means straightforward and consumers generally

remain untroubled by market price signals. In addition to increased demand

responsiveness to prices, new services may emerge, necessitating new business

models in which products such as balancing, frequency response, demand

aggregation, storage services, and so on are contracted across a disinterme-

diated enabling platform, with a range of such platforms already emerging at

the local level [31].

14.3.2 Smart Consumers or Energy Citizens?

As discussed above, creating a smart grid requires substantial changes in

how people interact with the energy system. When considering smart grids

and how to create them, the human element of the electricity system is often

reduced to a discussion of “consumer engagement.” Numerous studies have
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considered consumer engagement with various elements of a future smart grid;

for example, considering the impacts of smart meter installation [32, 33],

incentives for behavior change [8, 34], and use of enhanced consumer goods

[35, 36]. Results have been mixed, with some delivering meaningful change

while others are limited in scope or show a drop off in engagement over time.

However, even where positive, these considerations at an experimental level

may not be sufficient in scope to persuade regulators and policy makers to

make the necessary systemic changes, or to persuade utilities or other energy

sector actors to make the scale of investment necessary for systemic change

[37]. Here we discuss various approaches to promoting consumer involvement

in smart grid development, as well as one of the key legal and ethical chal-

lenges: data privacy.

14.3.2.1 Engaging Consumers

There are multiple images of the role the domestic consumer might play in the

smart grid. Goulden et al. [38] sum these up as varying from “dumb” (essen-

tially, a slightly more advanced home interface and some automated services),

through much “smarter” options (the consumer as active manager). The

“dumb” option allows for much less scope in terms of improved systemic effi-

ciency and economic benefit. The smarter options allow for greater system

flexibility and potential costs savings but will be governed by how consumers

react to change, incentives, and the wider narrative around their electrical sup-

ply, the need for decarbonization, and any new onus it places on them for

action. They suggest that the difference will be between the current consumer

and the potential of an “energy citizen,” acting rationally in their own eco-

nomic interest in response to price signals to deliver the broader potential

for systemic smartness. Encouraging consumers to adopt such a role presents

a significant challenge, however, and there is no established roadmap for doing

so. Research into the perceptions of consumers by engineers and other energy

sector actors warns against the presumption that consumers, suitably informed

or incentivized, will spontaneously and “rationally” adopt prescribed practices

or technologies. Throndsen [39] notes the tendency of engineers to favor an

idealized rational consumer when modeling technology adoption and usage,

assigning particular responses to this definition even where contradictory data

exists as to actual consumer behavior. In general, to become adopted success-

fully, new, smarter technology must be open and iterative and meet the evolv-

ing needs of real consumers [40].

There are multiple stages to the consumer engagement process, each with its

own challenges. First, consumers may not wish to use or pay for smart meters—

the key enabling technology. A smart meter roll-out will be costly for whichever

utility, network or agency is made responsible for it, with costs eventually being

passed to the consumer, which may mean some resistance to the idea. Meters

offer the potential for cost savings, initially through providing information that
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may stimulate the consumer to reduce consumption (though this may be lim-

ited) and by making services cheaper, but eventually through enabling new ser-

vices to be made available down to the household level. However, the political

desire to minimize metering costs may lead to limits on the cost per meter,

which may constrain the capabilities of initial installations and cause them to

be inadequate for evolving needs. Selling one generation seems likely to be eas-

ier than selling a second generation, should the first generation prove unequal to

any required tasks. Once smart meters are installed, and should additional ser-

vices come to market, the individual consumer will have to decide whether to

adopt more complex tariffs.

There has been a substantial number of studies in different territories that

have asked consumers to use smart meters and other smart energy technolo-

gies to try to gauge how consumers might respond. The results are mixed,

with reports varying substantially from disinterest, to initial engagement with

rapid tailing off, through to long-term reduction in consumption [41–43].
However, even where studies tend to indicate that some degree of consumer

buy-in is likely, research with UK stakeholders suggests that neither the trans-

mission nor the distribution network companies are likely to make the level of

investment required without a high level of certainty that consumers would

engage, suggesting a substantial chicken-and-egg problem, which may limit

or slow movement toward greater levels of smart solutions involving con-

sumers [24, 44].

One possible solution to the problem of a shortfall in active consumer

engagement is the potential for automated services. If such services could

be brought to market, then they would take the onus for action from the con-

sumer and pass it to a third-party company. This would still require new actors

to bring new technological solutions to the market, and would require relevant

institutions to enable market access, as well as for consumers to take the step

across from traditional tariff structures. That short journey could still prove a

step too far, however, with consumers, by-and-large, unwilling to cede control

of their appliances to automated services or the system operator [30, 45].

Geelen et al. note in [46] that the focus has tended to be on technical and finan-

cial issues rather than on consumer engagement. Gangale et al. [47] note that

information collection from consumers has tended to be the focus for

consumer engagement research. Park et al. [8] suggest a need to provide

consumers with more information regarding the smart grid and to make energy

data more accessible as a route to engendering willingness to take up new

approaches, but note the paucity of work in the area to that point. Ellabban

and Abu-Rub [9] and Kowalska-Pyzalska [48] provide an overview of the

issues around consumer engagement with smart grids, again noting the need

for other stakeholders such as policymakers, utilities, and service providers to

offer relevant and digestible information as well as incentives for behavior

change, and to ensure these are sufficient to overcome the consumer perceived

barriers for engagement.
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14.3.2.2 Privacy: Security Versus Data Access

Even where consumers do not engage proactively with smart grid technology,

increased visibility of their consumption behavior could still have significant

implications for the ability of utilities and third-party companies to apply

new management approaches. One key conception in most views of the smart

grid is that the evolution of the networks will see the generation and capture of

potentially vast amounts of new data. Maximizing access to data will potentially

allow new services to be brought to the energy market, the application of new

technologies, and should allow for more efficient network management. This

will occur within the networks and the rights to use the data will belong to

the network operator. It will occur within industry, businesses, and households

as smart meters are rolled out, and as other new smart technologies become

increasingly common on the demand side of the meter. Access to household

energy data raises issues relating to personal security and privacy rights con-

cerning personal activities, including rights of assembly and freedom, and rights

not to be observed by the state or state actors [5]. Typical conceptions of the

smart grid suggest data will have value to energy companies and thus potentially

also to the consumer. Conditions for data access will thus have substantive eco-

nomic implications, but they are also likely to depend on the extent to which

consumers will provide access to their data, and what share of the economic

benefits they receive in return, if any.

Little work has so far been carried out as to public willingness to provide

access to data about their energy use. Privacy relating to smart meter data

has arisen as an issue in a number of European countries [49]. This has lead

policymakers to err on the side of caution, as can be seen in the UK’s decision

to restrict distribution companies’ access to consumer data by default and lim-

iting access by other companies. Many argue, however, that the greatest poten-

tial systemic value from the data can be realized at precisely the distribution

level and that such restrictions will limit the scope of possible system benefits.

It should be noted that UK energy sector stakeholders expect the limitations to

be loosened over time, though it is not clear as to what factors will drive this, or

the rate at which this will happen [37]. Other territories may allow for more

relaxed provision from the start, with potential to accelerate the move to smarter

systems.

Perceptions of privacy, and the axiomatically related issue of security, will

be a major determinant of consumer buy-in to smart grids, and seem likely to

influence the willingness of consumers to engage with their potentially chang-

ing role. Little work has been published to indicate what will constitute a soci-

etally acceptable level of access and what might be required in return for the

consumer to allow access. This seems likely to be a key variable between

and within populations. It should be noted that there are multiple degrees of

access—this is not a binary situation. An increased degree of access has the

potential to increase the utility of the data, but this must be carefully balanced
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against the ethical and legal rights of consumers to privacy and autonomy over

their personal data. McKenna et al. [50] assess the systemic benefit for varia-

tions in data access in relation to the different smart grid applications that might

be enabled. There remains substantial potential for assessing appetite for data

access among the public (with different national publics reacting differently),

the value of different levels of access, and whether this might be monetized,

along with development of routes that allow some of the value to go to cus-

tomers, thus potentially influencing opinion relating to access versus privacy.

It seems likely that there will be a continuum of levels of acceptability among

the public relating to personal opinions about privacy, which may impact

uptake, raising as-yet-unanswered questions about whether provision of per-

sonal data could or should become a condition for access to the resultant poten-

tial for lower tariffs.

14.4 Conclusion

The scope for smarter grids is strongly influenced by the current regulatory and

physical architecture of the sector. A meaningfully smarter grid will require

changes to the former to allow for new services to come to market and be mon-

etized, and to allow network actors to develop, deploy, and be rewarded for inno-

vative behaviors. Should this happen, some of the options it may enable include

reshaping of the physical infrastructure of the networks, offering alternatives to

new wire-based infrastructure in enhancing the flexibility of the network. Tradi-

tional approaches will still be used to some extent but, increasingly, the option for

a smarter approach will offer cost savings, where the system allows for it. Cre-

ating the right incentives for network operators, and the right conditions to allow

other actors to take a role in providing new approaches to grid development and

management, will determine the scope of future network operation. Finally, con-

sumers will need to be persuaded to buy into the new approach to how they inter-

act with their energy purchasing. This final point leads to what is one of the

biggest issues with any consideration of the socio-economics of the smart grid:

to what extent will consumers be willing to take an active role?

The role of the consumer will be central to adoption of many of the demand

side and market-led initiatives. Building a realistic picture of what consumers

will and will not adopt, and in what numbers, is essential to uptake of the prod-

ucts and services with the potential to service smarter functionality of markets

and networks. This better understanding of the consumer will need to account

for the usefulness of financial incentives and the limits of same. The range of

possible modes of consumer engagement is broad, from little change, with con-

sumers remaining as largely passive price-takers at one extreme, through to

entrepreneurial adoption of innovative technologies and practices at the other

[36]. These, in turn, will be dependent on other factors, such as innovation in

technology, regulation, and market provision. Each has the potential to block
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or deter change. However, even if they come to market, they may be rejected by

consumers who favor the status quo, or other options they have already adopted.

The body of literature suggests that incentives for behavior change has some

impact on uptake, but notes that this can vary considerably between publics

and that other factors will also have a role.

One means to driving consumers to match their consumption to supply is

through new tariff incentives, replacing the current block tariffs, which tend

to dominate in most countries, with tariffs more reflective of market conditions.

This dynamic pricing, offering cheaper energy at times of surplus and high pric-

ing at times of scarcity, would essentially place the onus for selecting more or

less expensive rates much closer to the consumer, or their agent. Having greater

“shiftability” in consumption patterns would potentially allow consumers to

access a much lower rate per kWh. This may suit the engaged consumer with

scope for flexibility, but others may struggle to move demand appropriately,

and pay the price through above average tariffs. This may impact more vulner-

able consumers more heavily, for example, those who need to consume energy

(for example to heat a space) throughout the day or those unable to plan their

energy consumption patterns. The effect may be to push some consumers into—

or more deeply into—fuel poverty. Care will be needed to protect vulnerable

consumers from being taxed for not taking part in initiatives that are beyond

their means. This is also an energy justice issue, since low-carbon technologies,

such as domestic solar PV units, EV, and heat pumps have been, or remain, sub-

sidized from public funds to drive innovation, price reduction, and societal dec-

arbonization. Subsidies are met from the public purse, but access is often

effectively limited to those with the capital to invest in an initial purchase; costs

are then passed on in energy costs or via wider taxation. This is itself a justice

issue, but it may be exacerbated if those without access to the new energy tech-

nologies are also unable to access preferential RTUoS tariffs. In addition to

the uncertainty about appetite and ability to change consumption behaviors,

a number of ethical and legal issues surround the importance of data analysis

to the realization on the smart-system’s benefits. Who owns consumer data,

who benefits from its application, and how can consumers’ rights to privacy

and autonomy be protected, are all questions still to be determined by further

multidisciplinary work.

However, despite the challenges laid out in this chapter, there is a general

expectation of rising costs in the energy sector as fossil fuel becomes scarcer

and is pushed out by decarbonization, infrastructure is updated, and—should

environmental externalities become increasingly internalized—as generation

becomes more variable and network management becomes more complex.

Smart grids offer the possibility of lower overall costs, but within the context

of overall price rises, which may impact consumer trust in energy companies

and make the consumer less likely to wish to engage.

The move to a smarter grid may send more complex and more rapidly shift-

ing price signals to the consumer, offering rewards to those who are able and
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willing to shift their demand, and punishing those who cannot or will not, as

they require the consumer to bear costs which require knowledge, time, or

resources that they cannot afford. This change may be justified by the econom-

ics of liberalization, but may be politically unappetizing in some territories.

There is a clear need to identify and protect more vulnerable consumers, but

resolving the quandary of who should meet which costs will not be a straight-

forward equation.

The systemic changes required to engender smarter grids will be extensive.

They will require concerted action as part of a multistep, long-term plan. The

policymakers and regulators who devise this plan will need to give proper con-

sideration to the economics of the new technologies, to overcoming the incum-

bency of current market actors, to be flexible in both creating conditions for

innovation and in checking the impacts on the consumer, and will need to vest

forward movement, not just in technology, but in meeting the needs of the

consumer.
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